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Abstract  
 
Synthetic 3D animation is becoming increasingly popular, and with the advance of 

software tools the authoring process is gradually being automated. It is now possible to 
conceive of a fully automated process that would convert textual screenplays into animated 
movies. This could allow non-professionals to easily create 3D visualizations, as well as assist 
professional animators in rapidly producing animation prototypes. We have implemented a 
system that automates camera decision-making, which is arguably the heart of filmmaking. In 
this paper we try to draw lessons from what we have already done, and describe a hypothetic 
complete framework for converting screenplays into movies.  

 
 
Introduction  
 
The famous British producer Sir David Putnam once told of a conversation he overheard 

in a conference. One person was asking the other: “Do you think computers will ever make 
movies?” “Sure,” the other replied, “and other computers will watch them.” In this paper 
we try to take the first part of this conversation seriously, and, based on our research, try to 
see what it takes for computers to automatically create movies. We acknowledge that 
creating a movie generally requires human-level intelligence, far beyond today’s 
capabilities in computer science. Thus, our goal is to simulate the conversion of a 
screenplay into a movie as it is done within well-defined processes and genres (hence 
Spielberg, rather than, say, Fellini).  

As synthetic computer animation becomes more popular, the computer is used to make 
the authoring process easier, faster and more efficient. In the most popular method, 
animators only need to describe the scene at a discrete set of time points, called key frames, 
and computation is used to interpolate between these scene descriptions and create a 
complete movie, with 24 or 30 frames per second. Additional automation seems to 
gradually become more acceptable: inverse kinematics is used for skeleton animation, 
lighting and shadowing are often computed automatically, physical models are used to 
simulate dynamic systems, landscape is generated automatically, and more [16].  

Automated movie making has applications for both off-line generation of linear 
animation and real-time interactive virtual environments. Such a tool may be used by non-
professionals to easily visualize scenarios, and by animators to rapidly produce a first 
sketch, which they can later refine. For interactive environments, the need is even more 
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obvious: since a real-time director is not available, all the cinematic decisions need to be 
carried out automatically. 

Studying automated cinematography is also an exciting exercise in automated art. 
Computers are very successful at producing abstract art forms, such as abstract paintings 
and music, but are notoriously bad at creating art pieces that relate to the real world, such as 
generating stories. Movies share both aspects: cinematic language includes many formal 
principles, yet movies are typically concrete and describe real-world events.  

In this paper we provide an overview of what we have implemented already, which 
covers subsets of the movie-making paradigm, and then sketch a possible framework for 
the whole paradigm.  

 
Background 
 
Computer graphics has made significant progress since the term was introduced in 1970; 

it is now possible to produce sophisticated photo-realistic animation sequences.  In order to 
automatically generate movies, the bottleneck is not with the state-of-the-art in computer 
animation, but rather with artificial intelligence (AI). Despite over 50 years of research, we 
are still very far from computers that possess human-level intelligence; we will call this 
“the AI problem.” The main challenge in automating movie making is to bypass this 
problem.  

What would be the input to such a system? One alternative is to expect the system to be 
able to process a screenplay in a natural language. Natural-language understanding is a 
notoriously difficult problem; it has been addressed by the AI community from the earliest 
days of computing, and is still considered to be an unsolved problem in the general case. 
We note that a typical screenplay may be easier to understand than a typical story; 
screenplays are more concrete and provide more information. In a story, you may find a 
sentence like: “Alice and Bob got married.” In a screenplay, if such an event took place, it 
will include a detailed description of the scene, and the specific actions carried out by the 
actors.  

Regardless of how the story is input into the system, some level of automatic story 
understanding is required. Story understanding was studied by Schank for the last few 
decades [19,20]. Among other contributions, one may want to build on his theory of 
primitive actions, which suggests a classification of all actions into eleven generic actions. 
Story understanding is probably “AI-hard”, i.e., it cannot be solved unless we have human-
level AI. One way to override it is by allowing the input screenplay to contain annotations, 
or hints, which will compensate for the tool’s lack of understanding.  

Automated camera control has received some research attention, including efforts at 
automating some cinematic principles. Idiom-based approaches try to capture cinematic 
principles and let them dictate camera behaviour. Several works have attempted some 
formalization of cinematic principles. The first to attempt some automatic cinematography 
were Karp and Feiner [15]; their ESPLANADE system used an AI technique called 
Planning. Butz [3] proposed that the rules of cinematic expression are analogous to 
grammar in natural language, and this was the basis for his CATHI system. Christianson et 
al. [5] defined DCCL (Declarative Camera Control Language) and attempted a more 
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systematic analysis of cinematography. They describe several cinematic principles and 
show how they can be formalized in a declarative language. They encode 16 idioms, at a 
level of abstraction similar to the way they would be described in a film textbook.  

Real-time camera behaviour was addressed by several projects; the Virtual 
Cinematographer [14] formulates some idioms as finite-state machines, which may then be 
used to make real-time decisions in 3D chat environments on the Web. Bares et al. 
investigated user modelling [1] and task sensitive camera behaviour [2]. Tomlinson, 
Blumberg, and Nain [22] used a behaviour-based approach; the camera is modelled as an 
autonomous agent, and its behaviour is based on a reactive behaviour system, with sensors, 
emotions, motivations, and action-selection mechanisms.  

Coyne and Sproat [6] have constructed an automated tool that converts natural language 
textual descriptions into static images. Their work is an excellent first step towards 
automated animation generation. They analyze the text, and construct a synthetic 3D scene, 
based on a library of thousands of 3D objects. Although they do not deal with action, they 
deal with human postures. Coyne and Sproat deliberately do not cope with missing 
information in the input description; their system fails to generate an output in such cases.  

 
What We Have Done 
 
Our approach is knowledge-based, and is thus similar to the idiom-based approaches. 

However, we claim that idioms are the wrong granularity, being too coarse to formalize 
cinematic knowledge. Using idioms, one needs to code a specific idiom for every possible 
situation. This method results in a repetitive and predictable output, which impedes user 
engagement. For the same reasons, using idioms does not scale to more complex situations. 
Our approach looks at a lower level of facts, which together comprise idioms. Another 
problem with idiom-based approaches is that they assume that an editing algorithm is 
known. We believe this view is too optimistic for a domain as complex as cinematography, 
and have thus opted for a declarative knowledge representation approach.  

In order to evaluate our approach we have implemented a system called Mario (see 
figure 1).1 The inputs to Mario are a screenplay and a floor plan. The screenplay is given in 
a formal language. The reasoning engine applies cinematic principles, taken from the 
cinematic knowledge base, to the inputs. The output is a list of the camera parameter 
values, according to the knowledge base. The reasoning engine also produces a log of its 
reasoning process. The system can create a synthetic 3D movie corresponding to the 
screenplay and the camera decisions, if 3D models and animations for the objects and 
actions mentioned in the screenplay are available. The animations are currently output to 
VRML97 [13].  

We have surveyed a few textbooks on cinematic principles with different levels of 
sophistication [21, 23, 4], and used a professional film and video editor as a domain expert. 
We translated the principles extracted from these sources into formal rules. Mario is based 
on an existing system, implemented in Common Lisp, called Cake [17]: a multi-layered 

                                                 
1 The system is named after one of the main characters in the telenovela that was selected as the 
first test case. 
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reasoning system developed at MIT's Artificial Intelligence Laboratory in the late 1980s. 
Cake's architecture includes seven layers; the bottom six layers provide generic knowledge 
representation and automated reasoning facilities, and a top layer called Plan Calculus, 
which includes generic facilities to implement a specialized formalism for software 
development. We have replaced the top layer with Mario, which is a specialized layer for 
reasoning about cinematography.  
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Figure 1. Mario system overview. 

 
The technical details underlying Mario can be found in [8, 9]. Here we only provide a 

high-level and non-technical description of the method. There are infinitely many 
possibilities for camera behaviour in a scene. We use cinematic principles to reduce the 
search space into a small discreet set of options. We assume that at each point in time the 
camera has a target (or targets), a shot type (such as close up, long shot, etc), and a profile 
angle (such as frontal view, left profile, etc). These three features will often determine the 
exact camera position. Occasionally, there will also be usage of atypical angles (such as 
low angle shot, or a view from above), zoom, and tilt. We let the domain expert describe 
rules in terms of these features, and use automated reasoning to apply these rules to a given 
situation.  

As a first genre to cope with we selected telenovela, a Latin-American form of TV soap 
opera, which is infamous for its simplistic use of cinematic language.2 Here are a few rules 
as specified by the domain expert: 

• If an actor is speaking, she is displayed in a frontal (30-degrees) medium shot. 
• If an actor is walking, she is displayed in a long shot, from a ¾ angle. 
• Cameras don't cross the line-of-interest with a cut. In our simple example, the line-

of-interest is the line that connects the two-dimensional positions of the two actors.  
• There are no jump cuts; specifically the angle between two consecutive shots is at 

least 30 degrees.  
We formulated each such rule into a set of logical formulae. Clearly, this formalization 

required refining some details, and this was done with consultation of the domain expert or 

                                                 
2 In fact, this genre is so predictable that it may be worthwhile to attempt automated screenplay 
generation as well.  
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the cinematic textbooks. The formulae are generally independent, and the interaction of 
many low-level formulae gives rise to high-level cinematic phenomena (e.g., see figure 2).  

 

 
Figure 2. An over-the-shoulder shot emerges from low-level cinematic principles. 

 
One of the unique features of our system is that we use non-monotonic reasoning; Let us 

explain this. Traditional logic is monotonic: if some fact is true at some point in time, it will 
always be true, and cannot be undone. Human thought, and cinematic reasoning probably 
included, is often non-monotonic: we may believe some fact to be true, but given some new 
evidence we may change our minds. Such non-monotonic framework is more appropriate 
for reasoning about cinematic principles. Our algorithm applies generic rules to a given 
situation, but it can also cope with exceptions.  

We have run Mario and evaluated the results for over a hundred scenes. Due to a 
limitation in animation generation, most of our examples only included a restricted set of 
actions: walking, speaking, jumping, and running. The largest example we analyzed was a 
complete telenovela scene, which included 41 actions, resulting in an animation sequence 
of 2 minutes and 20 seconds. This example was tested with a variety of rule sets. The 
version of the knowledge base that produced the best results, according to our domain 
expert, includes a few dozen formulae. During the processing of the full scene, the system 
was loaded with over 10,000 logical terms. 

In addition to Latin telenovela, we have analyzed scenes from additional genres, mainly 
a more dramatic genre (based on the TV science-fiction series The X-Files). This 
introduced new challenges; mainly, it includes a much richer set of situations and locations 
compared to telenovela. As we have refined the knowledge base and introduced new rules, 
we frequently confronted the problem of contradiction between rules. It is possible to keep 
the problem under-constrained by using retractable premises rather than axioms, but the 
result might be an arbitrary choice made by Mario to prefer one rule over the other. 

 



EVA 2003 London JML Symposium ~ 22 – 23 September 2003 
Doron Friedman 

__________________________________________________________________________________________________________________________________________________ 
 

 - 6 - 

 
Figure 3. A threatening character is shown from a low angle. 

 
Conflicting assumptions are a well-known problem in non-monotonic reasoning [12], 

but there does not seem to be a general solution. We have examined a domain-dependent 
solution to this problem: classifying rules into categories of high-level goals. The goals we 
have identified are: spatial orientation, conveying the information explicit in the script, 
conveying the information that may be implicitly deduced by a viewer from the script, 
aesthetic considerations, and parsimony: using the minimum number of shots and cameras. 
In cases of conflicts, the system can try to satisfy all the goals, rather than choose 
preferences arbitrarily. The goals component has not been implemented.  

Cinematic formalization may help the filmmaker organize the cinematic knowledge in 
her mind. This is useful for gaining new insight into cinematic expression. By abstracting 
and formalizing the domain space, the filmmaker may become aware of new options.  

We can illustrate this by examining two examples of movies created by Mario, by using 
simple and deliberate violation of rules. In the first, we asked Mario to prefer complex 
shots rather than simple shots. Note that our method is fully deterministic, which means 
that even if there are arbitrary choices, we expect a high degree of consistency. In the case 
described above, Mario preferred modifying the profile angle from 3/4 to frontal, and also 
preferred zooming in. The result was of a very consistent style including a lot of camera 
rotations, which several viewers called “the Matrix” style.  

An additional small modification produced a completely different style. Instead of just 
requiring complex shots, we require the beginning and the end of each shot to be different 
in all aspects. We expected very dynamic camera behaviour, but watching the resulting 
movie was still surprising. The consequence of the new rules was that in almost all of the 
shots, the camera rotated between the two actors. This turned out to be a very consistent 
style, called by some viewers “the Ping Pong style.” Some film students mentioned that this 
style reminded them of the Dogma 95 cinematic genre, which is characterized by unstable 
and rapidly changing camera positions. Filmmaker Yigal Burstein remarked that this style 
reminded him of an experimental film by filmmaker Michael Snow.3 The point of this 
camera behaviour in Snow's experimental film was to use repetitive camera rotations to 
accentuate a sudden dramatic event. Thus, we see that, on the one hand, experimenting with 
the rules can lead to surprising effects. But on the other hand, we note that we are far from 
a tool that would deliberately select such a style to emphasize an event, as done by Snow. 

                                                 
3 Apparently, this film has no name. 
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We have conducted an informal evaluation of Mario. The main idea was to conduct a 
kind of a “Turing test,” that is, to see if viewers, and especially filmmakers, could tell the 
difference between Mario's editing and expert human editing. We have presented five 
versions of the telenovela scene in 3D animation, one of which was manually prepared by 
our domain expert. The audience was comprised of two groups: one including graduate film 
students and lecturers, and the other only included subjects with no background in film.  

The complete details will be provided in the full paper [10]. The following points can be 
made about the results. First, only 8 out of 22 (36%) of the viewers recognized who made 
all three movies correctly. Due to the limitations of the experiment, we only see this as a 
first indication that Mario's result are comparable to human expert; this needs to be further 
investigated.  

We also asked the viewers to rate the movies. We note that in both groups the rating for 
the human-made version was highest. It seems that the question whether the movie was 
edited by human or machine is misleading, whereas viewers do sense a difference, and 
judge that the human version is better.  

In addition to work on Mario, we have examined a novel application of automatic 
camera for the automated generation of movie summaries from session in interactive virtual 
environments [11]. Such an application poses two challenges: the first is to automatically 
decide what is worthwhile showing, and the second is how to show it, which is based on the 
research in Mario. This gave us the opportunity to further study automated movie 
construction. Moreover, within the limited domain of a life simulation game, we can 
override the AI problem; it is reasonable to assume that the system has information about 
the actors, their goals, personality, and substantial common-sense knowledge relating to the 
game domain.  

 

 
 
Figure 4. A snapshot from the life-simulation environment that was used for evaluating 

automated summarization. 
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What May Be Done: The Complete Framework 
 
Based on our experience with the two projects described above, and on some additional 

tools we have built, we can now describe the whole, hypothetical system (a diagram 
appears in figure 5).  

The first step is to be able to accept the input screenplay. As mentioned before, we do 
not regard natural-language processing to be an essential part of the paradigm. A formal 
language that allows describing a rich set of scenarios should be sufficient, and it is 
possible to design user-interface solutions that will relieve users of learning its syntax. It is 
also possible to design a user interface that includes some two dimensional diagram of the 
location. The important point is that it should be able to convert these inputs into a scene 
description language, such as the one we used for Mario (see [9]).  

Scene
Generator

Props & Mise-
en-scene

Camera
Decisions 3D generator

objects DB

screenplay

floor-plan

AR AR3D

3D

3D

object API
Lighting

Sound

 
 
Figure 5. An overview of the hypothetical framework for automated movie construction.  
 
Typically, even a detailed screenplay will leave a lot of information missing, as 

compared to a movie. A set of steps is required to complete this missing information, based 
on two types of knowledge: common-sense world knowledge, and cinematic knowledge. 
We have seen in Mario an example of how cinematic knowledge can be used to 
compensate for missing information in the form of camera behaviour. Similarly, we need to 
deal with set design and props, mise-en-scene, lighting, and sound; this is explained below.  

Some of these problems are studied by the video game industry, and generally in real-
time virtual environments. The reason is that in such real-time environments there is a need 
for automated decision-making. Our advantage is that we do not need to make the decisions 
in real-time, and, thus, are able to use algorithms that are more sophisticated but relatively 
slow, such as automated reasoning.  

By set design and props we mean that for every object mentioned in the screenplay, we 
need to decide its precise location, size, colour, and style. Also, we may want to 
automatically augment the scene with typical objects; for example, if the scene takes place 
in an office, we would like to include at least one desk and chair, even if these are not 
mentioned in the screenplay. These decisions need to be coherent with respect to both 
common sense and artistic style. There are a huge number of facts in such a knowledge 
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base; while we cannot expect to have a complete description of every possible scene, we 
can hope to have a reasonably complete coverage of specific domains, and provide easy 
ways for the authors to extend this knowledge base for a given screenplay.  

Mise-en-scene is cinematic jargon, which in our case stands for the location of actions 
and objects in a scene over time. Given the screenplay, our system needs to be able to plan 
the actor and object motions. This problem is very similar to path planning in computer 
games, which also relies on years of research in robot motion planning.  

Lighting decisions can also be made based on both world knowledge and artistic 
considerations. Automated lighting has been attempted, to some extent, by Tomlinson, 
Blumberg, and Nain [22]. Sound includes sound effects that could come from a pre-
recorded library, speech utterances generated by text-to-speech engines, and automated 
music. The last part is an interesting challenge; some work on real-time music composition 
for interactive environments was done by Robertson et al. [18] and Eng et al. [7].  

Assume that we have been able to complete all missing information and generate a 
detailed scene description. It remains a major challenge to construct corresponding 
animation from such a description; there is still much research needed in reusable 
components for animation synthesis. This is especially difficult with human animation, 
since it is complex, and we are very sensitive to human details. Such animation synthesis 
issues are an active area of research within the real-time animation community.  

 
Conclusion 
 
There is a growing interest in computer-generated art that displays an emergence of 

complex phenomena. Emergent behaviour is typically achieved by using evolutionary 
methods such as genetic algorithms. We have demonstrated how a form of emergent 
behaviour, being a property of any complex system, can be achieved using a knowledge-
based approach. 

Automating animation is a bottom-up process. Artists are typically reluctant to accept 
automation, but they gradually learn to feel comfortable using these techniques, by learning 
to control them and manually override the features they do not approve of. It may be 
possible to take things further, and automate the whole animation production process.  

Our method will probably not be complete in the near future, and will not produce high 
quality results, as to substitute human generated animation. Yet, we believe it is feasible to 
construct a tool that may be useful in the scope of specific domains. Such a tool may either 
produce results fully automatically for visualization purposes for non-professional users, or 
be used as part of a semi-automated process by professional animators.  
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