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ABSTRACT 
Social robotic behavior is commonly designed using AI algorithms 
which are trained on human behavioral data. This training pro-
cess may result in robotic behaviors that echo human biases and 
stereotypes. In this work, we evaluated whether an interaction 
with a biased robotic object can increase participants’ stereotypical 
thinking. In the study, a gender-biased robot moderated debates 
between two participants (man and woman) in three conditions: 
(1) The robot’s behavior matched gender stereotypes (Pro-Man); (2) 
The robot’s behavior countered gender stereotypes (Pro-Woman); 
(3) The robot’s behavior did not refect gender stereotypes and 
did not counter them (No-Preference). Quantitative and qualitative 
measures indicated that the interaction with the robot in the Pro-
Man condition increased participants’ stereotypical thinking. In 
the No-Preference condition, stereotypical thinking was also ob-
served but to a lesser extent. In contrast, when the robot displayed 
counter-biased behavior in the Pro-Woman condition, stereotypical 
thinking was eliminated. Our fndings suggest that HRI designers 
must be conscious of AI algorithmic biases, as interactions with 
biased robots can reinforce implicit stereotypical thinking and exac-
erbate existing biases in society. On the other hand, counter-biased 
robotic behavior can be leveraged to support present eforts to 

       address the negative impact of stereotypical thinking.
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Figure 1: A man and a woman participating in a debate moder-
ated by a gendered biased robot (Left); Assessing participants’ 
stereotypical thinking after the debate (Right). 

1 INTRODUCTION 
In the near future, robots are predicted to become an integral part 
of our environment [40, 49, 56, 68]. Their impact on our lives will 
become wider and the interaction with them is predicted to infu-
ence our behavior and decision processes [69]. Robots’ infuence 
may become even greater due to the current eforts to design their 
behavior to comply with social norms. Such social robotic behavior 
is believed to improve Human-Robot Interaction (HRI) and enhance 
the robot’s general acceptance [23, 44]. 

To grant robots with social capabilities, HRI designers commonly 
leverage Artifcial Intelligence (AI) algorithms and Machine Learn-
ing (ML) models [35]. By applying ML models that were trained 
on data gathered from relevant human interactions, robots can be 
designed to demonstrate a range of social behaviors that comply 
with human social norms [53, 57]. While some of these behaviors 
are essential for high-quality human-robot interaction, others may 
be less desirable as they echo existing stereotypes and biases in 
our society. This phenomenon is known as AI bias. It refers to AI 
and machine learning algorithms, that due to their training process, 
involve stereotypes leading to favoring or disfavoring of particular 
groups or individuals [3, 17, 26]. 

AI bias can stem from various processes. The most common 
reason for AI bias is related to the AI training process. When the 
datasets used for training lack sufciently diverse examples, the 
algorithm will fail to include groups that are not well represented 
in the dataset [16]. To address this bias, engineers are working 
extensively to increase the volume and diversity of the samples in 
their datasets. However, some aspects of AI bias are more difcult to 
address. Training algorithms to refect human social norms is likely 
to involve datasets that include a large set of biased examples (e.g. 
women are paid less than men). In this case, increasing the volume 
of the dataset will not necessarily address the problem, as the bias 
is already in its source. Such algorithms that are designed to refect 
social norms may result in highly negative outcomes when applied 
to technologies that humans will use on a daily basis [29, 35]. 
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In fact, negative outcomes of decisions performed by AI-powered 
technologies are already introduced into our daily life [60]. Leading 
examples include AI algorithms for online ads ofering high-paying 
executive jobs for men fve times more than to women, thereby 
limiting opportunities for women to increase their socioeconomic 
status [20]. Another well-known example is facial recognition soft-
ware that is far less accurate when identifying gender in people of 
color than in white people, hence excluding people of color from 
the value provided by the technology [10]. Such risks introduced by 
AI bias are being discussed by regulators and governments across 
the world [14, 54]. Raising awareness about the negative outcomes 
of AI algorithms and the possibility that technologies can delib-
erately or inadvertently perpetuate discrimination, is becoming a 
worldwide goal. 

AI bias is even more concerning when considering the veil of 
objectivity typically associated with technology [6, 55]. People tend 
to instinctively trust technology and are less likely to question its 
decisions than they do with human’s decisions [59]. In the specifc 
case of bias in AI technologies, people are not commonly aware of 
the limitations in the algorithm’s training process and rarely con-
sider the possibility that it was trained on biased data [65]. Despite 
great eforts in the feld of explainable AI [22], the vast majority of 
AI technologies are not transparent, meaning that it requires a high 
level of profciency to decipher whether a certain outcome of an AI 
decision might be the result of bias [1]. When people don’t have 
sufcient knowledge to assess the AI mechanism, countering its 
decisions is highly unlikely [60]. This raises the concern that peo-
ple will comply with decisions introduced by technology without 
applying critical thinking [38]. 

The negative impact of AI bias can be slightly reduced if the 
technology is only used to support decision making and when the 
human has additional tools to make their fnal decision [36]. How-
ever, this is not the case when AI algorithms are used to design 
robotic behaviors. Due to their autonomy and embodiment, robots 
are perceived as independent entities, which may further decrease 
critical thinking and reduce the likelihood that their biased deci-
sions will be identifed [36, 37]. This lack of critical thinking was 
demonstrated in a recent study by Hitron et al. (2022), who intro-
duced a gender-biased robot in a debate context. Participants (both 
men and women) perceived the robot to be objective and did not 
identify its favoritism towards men [29]. 

With no critical thinking and the veil of objectivity associated 
with technology, this inability to identify biases in robotic behavior 
may drastically impact humans, reinforcing stereotypical thinking, 
and strengthening existing biases. Importantly, despite the eforts to 
fght stereotypes in recent decades, numerous studies indicate that 
stereotypical thinking is still a common phenomenon and that most 
people demonstrate implicit stereotypes [13, 43, 58]. Implicit stereo-
typical thinking is attributed to extremely common stereotypes in 
society that can be inhibited when explicitly thinking about them 
but are evident when tested implicitly. Implicit stereotypes are also 
evident when testing the stigmatized group itself, a phenomenon 
known as stereotype threat (i.e. members of a stigmatized group 
conform to existing stereotypes about their own group [61]). AI 
bias can potentially increase such thinking and diminish eforts 
to eliminate it. HRI designers should be aware of these possible 

risks, as it may compromise present eforts to mitigate the efects 
of historical and existing discrimination in our society. 

Recent eforts to address such negative efects focus on verifying 
algorithm fairness [63] by intentionally compensating for biases 
in the algorithmic process [5]. For example, removing model pa-
rameters that contain sensitive characteristics like race or gender, 
or applying statistical analysis to verify that common bias-related 
factors, like gender or race, do not have a prominent impact on 
the algorithm’s decisions [5]. While the Algorithm Fairness move-
ment aims to strike a balance between data validity and prediction 
equality [41], one may think about further using technology to 
deliberately favor the stereotyped segments of society. This type of 
proactive preference is already used in other (non-technological) do-
mains and is commonly referred to as afrmative action [12, 33]. For 
example, when companies secure leadership positions for women, 
or when universities provide grants and scholarships to people of 
color. Afrmative action calls for proactive eforts taken to eliminate 
the unfair historical barriers to success of disadvantaged groups 
and to prevent future discrimination [18]. Applying afrmative 
action was shown to be an efective method for increasing equal-
ity of opportunity in employment [42, 45], higher education [31], 
and politics [39]. Implementing afrmative action in technology 
requires the design of algorithms to favor the stereotyped group. 
In the context of HRI, this means intentionally designing counter-
biased robotic behavior that compensates for the efects of existing 
stereotypes. This novel under-explored approach of including afr-
mative action principles in the design of new robotic technologies 
has the potential to support the existing social eforts dedicated to 
fghting stereotypes. 

To assess the risks and opportunities in biased and counter-
biased robotic behaviors, we designed an interaction with a gendered-
biased robot. We evaluated whether the interaction with a biased 
robotic behavior would enhance humans’ already existing implicit 
stereotypes and whether an interaction with counter-biased robotic 
behavior would decrease them. Hence, our study involved two types 
of biases: (1) the biased robotic behavior (independent manipulated 
variable) and (2) the participants’ implicit gender-related stereotyp-
ical thinking (dependent variable, measured after the interactions 
with the robot). The independent variable was designed to test 
the robot’s impact by presenting a behavior that favored men, a 
counter-biased robot favoring women, and a baseline condition of 
a non-biased robot that had no gender preference. Our dependent 
variable was implicit gender-related stereotypical thinking mea-
sured using the well-known Implicit Association Test (IAT) [28]. 
We hypothesized that a biased robotic behavior that is compatible 
with common gender stereotypes (Pro-Men) would increase im-
plicit gender-related stereotypical thinking and result in a larger 
efect in the IAT compared to the baseline (which would indicate 
participants’ already existing implicit stereotypes). We further hy-
pothesized that a counter-stereotypical robotic behavior would 
decrease implicit gender-related stereotypical thinking (smaller 
efect in the IAT compared to baseline). We note that our focus 
was on the impact of the biased robotic behavior regardless of the 
participants’ explicit experience of being discriminated against by 
the robot. As suggested above, previous studies indicated that par-
ticipants are unlikely to identify biases in unfair technologies due 
to the profound perception of technology as objective [6, 29]. This 
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Figure 2: The non-humanoid robotic object [32]. 

inability to identify biases makes it even more important to map 
the bias’s impact on participants’ stereotypical thinking. We fo-
cused on gender bias as it is a well-known, common, and pervasive 
bias in many AI technologies used today [9]. In order to create an 
interaction with a biased robot, we followed Hitron et al. (2022), 
who introduced a gendered-biased robot that moderates a debate 
between a man and a woman. The robot determined the partici-
pants’ speaking time, and it also indicated the debate’s winner. We 
specifcally chose a non-humanoid robot that communicates via 
minimal gestures in order to assess if the robot’s impact on stereo-
typical thinking is present even in very simple interactions (used 
with permission [32]; see Figure 2). Participants were informed 
that the robotic object was trained on datasets derived from human 
debate examples. 

2 RELATED WORK 
Previous studies evaluated biases in HRI, the perception of biased 
technologies, and technological eforts for addressing biases. 

2.1 Biases in HRI 
Most HRI studies assessing stereotypes in HRI focused on biased 
behavior towards robots. Such studies commonly evaluate robotic 
features that trigger stereotypical thinking toward the robot. The 
robot’s appearance, color, and gender were all indicated as factors 
that bias participants’ perception of robots [51, 67]. For example, 
Eyssel et al. (2012) created two digital variations of social robots, 
each with distinct gender traits. Their fndings showed that par-
ticipants attributed signifcantly more agency to the short-haired 
masculine robot compared to the long-haired feminine robot [25]. 
Bartneck et al, (2018) also evaluated whether participants apply 
stereotypes to robots. They designed a classic shooter paradigm 
with white and brown colored robots [4]. They indicated that par-
ticipants were more reluctant to shoot white-colored robots [15]. 
Stereotypes towards robots were also tested by Tay et al. (2014) 
who evaluated participants’ responses to gendered robots perform-
ing tasks that were either compatible or incompatible with known 
gender stereotypes (i.e. a male or female robot performing either 
healthcare tasks or security tasks). Their fndings indicated that 
participants preferred robots with matching gender-occupational 
roles [62]. 

While these studies evaluated how humans apply biases to robots, 
we evaluated how biases applied by robots impacts humans’ general 
stereotypical thinking (i.e. how they perceive other humans). 

2.2 Perception of biased technologies 
To understand the potential risk in AI bias, several studies evalu-
ated participants’ perception of biased technologies. For example, 

Bigman et al. (2022), evaluated participants’ judgment of a dis-
criminating algorithm and compared it to human discrimination. 
Participants were told that a hiring process was conducted either 
by a human HR specialist or by an AI powered hiring algorithm. In 
both cases, the hiring process involved gender discrimination and 
favoring men over women. Participants perceived the algorithm 
as less discriminatory and more objective than the human [6]. In 
another study, Wang et al. (2021) tested participants’ responses to 
biased and unbiased AI systems. In an online study, participants 
received career recommendations from an AI system. The recom-
mendations were either compatible or incompatible with common 
stereotypes. Participants’ acceptance of the system’s recommenda-
tions was higher when it was designed to be gender-biased [64]. 
Participants’ perception of biased technology was also tested in 
an interaction with a gendered biased robotic object. Hitron et al. 
(2022) evaluated how participants (both men and women) perceived 
the fairness and objectivity of a robotic object moderating a debate 
between a man and a woman. The robot allocated speaking time 
in each debate round and chose the debate’s winner. To simulate 
AI bias, the robot systematically provided more speaking time to 
men and always chose them as winners of the debate. Although 
participants were informed that the robot was trained on datasets 
derived from human debate examples, only one participant iden-
tifed the bias. The vast majority of participants stated that the 
robot’s behavior was fair and objective [30]. 

These studies indicate that humans tend to perceive technol-
ogy as objective and accept its biased decisions. However, none 
of the studies systematically evaluated the impact of the interac-
tion with biased technology on participants’ general attitudes and 
stereotypical thinking. 

2.3 Using technology to address biases and 
stereotypes 

Recent studies have also explored technological interventions for 
mitigating the infuence of AI biases and stereotypes [24, 34]. For 
example, Myers (2020) tested the possibility to raise awareness of AI 
bias by adding interactive visualization to an AI recruiting system. 
Participants who used the system reported an increase in awareness 
due to the visual and textual explanations that were added to every 
decision made by the system [48]. While these studies successfully 
raised awareness of AI bias, it is not clear if such awareness is 
sufcient for balancing the bias’s infuence. 

Few technologies were also designed to address human stereo-
typical thinking. For example, Winkle et al. (2021), evaluated the 
impact of implementing feminist characteristics in a robot’s behav-
ior. In a video study, children were asked to watch a robot with a 
feminine appearance (i.e. long hair, feminine voice) explaining the 
importance of including women in robotics. During her speech, a 
male actor appeared in the video and talked to the female robot 
in an abusive manner. The female robot’s response to the male 
actor was manipulated in 3 conditions: Standard (fat dismissive 
answer), Argumentative (rationalized explanation), and Aggressive 
(a counter-response to the abusive male). Boys in the Argumenta-
tive condition showed less gender bias, while a similar efect was 
observed for girls in the Aggressive condition [66]. 
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In this work, we extended previous studies by further evaluating 
the risks in interactions with biased robots and the potential of 
applying counter-biased robotic behavior. We evaluated the nega-
tive outcomes of an interaction with a biased robotic behavior by 
testing its impact on participants’ actual stereotypical thinking. We 
also extended previous attempts to utilize technology in an efort to 
address human stereotypical thinking by exploring the possibility 
of applying afrmative action principles to the interaction with a 
robot. Specifcally, we tested if a counter-biased robotic behavior 
can reduce stereotypes and eliminate the well-known gender bias. 

3 METHOD 
To evaluate the impact of the robot’s biased behavior on partici-
pants’ stereotypical thinking, we conducted a study that involved a 
debate between two participants, a man, and a woman. The debate 
was moderated by a gendered-biased robot and was followed by an 
evaluation of participants’ implicit stereotypical thinking and their 
perception of the biased robotic behavior (see Figure 1). The study 
was conducted under strict COVID-19 safety regulations and was 
approved by the research institute’s ethics committee. 

3.1 Participants 
66 participants, divided into 33 pairs of men and women, partici-
pated in the study (Mean age = 24.1, SD = 3.35; 33 afliated them-
selves as men, 33 afliated themselves as women, none afliated 
themselves as other). All participants were undergraduate students 
that received extra course credits or a $15 gift card for their par-
ticipation. To determine the sample size, we conducted a G-power 
analysis [46] with medium-large efect size and 3 conditions. The 
G-power analysis indicated a sample size of at least 60 participants. 
This number was further supported by related previous studies that 
used a similar sample size [2]. Participants were randomly assigned 
into pairs and conditions. 

3.2 Experimental settings 
The robotic object was placed on a table exactly between the par-
ticipants, with a slight ofset. The robots’ control hardware was 
attached to the underside of the table. The distance between the 
participants’ chairs was set at 76 cm, as this is considered a com-
fortable ‘conversation distance’ [11]. The robot was powered by 
the Butter Robotics MAS platform [47]. A web-based user interface 
allowed the researcher to execute the pre-scripted robotic behavior 
in each condition. 

3.3 Experimental design 
Our between participant experimental design involved three con-
ditions: Pro-Man, Pro-Woman, and No-Preference. In all conditions, 

Figure 3: The gender-biased robot moderating the debate. 
Participants speak when the robot turns toward them. 

Figure 4: The robotic gestures composing the robotic behavior 
   in the debate.

a man and a woman participated in a debate moderated by the 
robotic object. They were instructed to speak only when the robot 
turned towards their direction (see Figure 3). The robotic behav-
iors consisted of gesture sequences that involved four types of 
gestures: Welcome, Turning to Speaker, Switch Turn, and Declaring 
the Winner (see Figure 4). In all conditions, the robotic gestures 
were sequenced into fuent robotic behavior that included a "Wel-
come" gesture followed by eight repetitions of "Switch Turn", and 
"Turning to Speaker" gestures. This sequence resulted in 4 rounds 
for each participant and was followed by a "Declaring the Win-
ner" gesture. The gender bias was applied by two robotic behavior: 
the robot’s time allocation (more speaking time to the man; more 
speaking time to the woman; equal time allocation) and the robot’s 
choice of the debate’s winner (man; woman; tie). The speaking time 
allocation was manipulated throughout the debate by changing 
the length (time) of the "Turning to Speaker" gestures in the difer-
ent debate rounds (see Table 1). The choice of the debate’s winner 
was manipulated by the direction of the "Declaring the Winner" 
gestures (towards the man, woman, or center between them). 

The resulting three distinctive robotic behaviors were: 
Pro-Man condition: the robotic object was designed to simulate 

the behavior of a biased AI robot with a tendency to favor men. 
The robotic object allocated almost twice the time to the man in 
comparison to the woman (a total of 2 minutes for the man and 1:05 
minutes for the woman). While in the frst round, time was allocated 
equally between men and women, the diference in allocated time 
increased in the later debate rounds, with more time given to the 
man. By the end of the debate, the robot chose the man as the 
debate’s winner. 

In the Pro-Woman condition, the robotic object was designed to 
simulate the behavior of a counter-biased robot with a tendency to 
favor women, thus adhering to afrmative action principles. The 
robot applied the exact same biased behavior as in the Pro-Man 
condition but switched the bias to favoring women over men by 
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No-Round/Condition Gender Pro-Man Pro-Woman Preference 
Man 30 30 30 Round 1 Woman 30 30 30 
Man 30 15 30 Round 2 Woman 15 30 30 
Man 30 10 30 Round 3 Woman 10 30 30 
Man 30 10 30 Round 4 Woman 10 30 30 

Debate winner Man Woman Tie 

Table 1: Time (in seconds) assigned by the robot to each 
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speaker during the debate rounds and winner’s choice.

reversing speaking time allocation. The robot allocated almost twice 
the time to the woman and chose the woman as the winner. 

In the No-Preference condition the robotic object allocated equal 
speaking time to the man and the woman (30 sec for each) at all 
rounds. Instead of choosing a winner, the robot declared a tie. 

The gesture sequences were implemented as predefned fxed 
time-based movements, verifying that there are no diferences in 
the robot’s timing and movements in a specifc condition. 

3.4 Dependent measures 
To assess participants’ stereotypical thinking and perception of 
the robot, we used objective and subjective measures, including an 
implicit evaluation of stereotypes using the Implicit Association 
Test (IAT) and a post-experimental interview. 

3.4.1 Gender-Leadership Implicit Association Test (IAT). The IAT 
[28] is a reaction time paradigm designed to assess implicit stereo-
types by measuring the strength of existing associations between 
diferent stimuli (e.g, black/white people) and diferent attributes 
(good/bad). For the purpose of the study, we used the Wiseli Gender-
Leadership IAT [19] which is a validated measure designed specif-
ically to evaluate participants’ gender stereotypes. The test mea-
sures the tendency to associate male-related stimuli with leadership 
attributes, and female-related stimuli with support attributes. To as-
sess the strength of the association between stimuli and attributes, 
the participants perform two types of classifcation tasks (1) gender 
stimuli (classifying common names to female vs. male names, e.g. 
Peter, Jane); and (2) leadership/support attributes (e.g. Ambitious, 
Helpful). The same response keys are used for both classifcation 
tasks (’Q’ and ’P’ on a regular keyboard). For example, in the gender 
stimuli classifcation task, participants are instructed to press on 
’Q’ if the stimulus represents a male name and ’P’ if it represents a 
female name. In the attributes classifcation task, participants are 
instructed to press on ’Q’ if the stimulus represents a leadership 
attribute and ’P’ if it represents a support attribute. As a result, 
names representing diferent gender and attributes representing 
diferent characteristics (leadership/support) become associated 
with the same response key. To assess stereotypical thinking, this 
response-key association can either represent common stereotypes 
(congruent) or contradict them (incongruent). 

In congruent associations, man names share response key with 
leadership attributes, and female names share response key with 
support attributes. In incongruent associations, female names share 

Figure 5: Examples for congruent and incongruent response-
  key associations.

response key with leadership attributes, and male names share 
response key with support attributes (for example see Figure 5). 
Stereotypical thinking is indicated by quicker reaction times to 
congruent response-key associations in comparison to incongruent 
response-key associations. 

The IAT comparison involves a within-participant evaluation 
of participants’ responses to congruent and incongruent associa-
tions. It consists of 5 blocks (see fgure 6): (1) Single block - gender: 
Classifying names into male/female categories (24 randomized tri-
als); (2) Single block - attributes: Classifying attributes into Lead-
ership/support categories (24 randomized trials); (3) Incongruent 
Mixed block: Classifying both names and attributes in the same 
block. Female names (e.g., Jane, Donna) share response key with 
leadership attributes (e.g., Ambitious, Determined) and male names 
(Peter, Ian) share response key with support attributes (e.g., Helpful, 
Understanding; 48 randomized trials); (4) Single block reversed re-
sponse keys - gender: An additional gender classifcation where the 
response keys are switched. The response key previously assigned 
to male names is assigned to female names and the response key 
previously assigned to female names is assigned to male names (24 
randomized trials); (5) Congruent mixed block: Classifying both 
names and attributes in the same block. Female names (e.g., Jane, 
Donna) share response key with support attributes (Helpful, Under-
standing) and male names (e.g., Peter, Ian) share response key with 
leadership attributes (e.g., Ambitious, Determined; 48 randomized 
trials). 

The response keys and the order of the mixed blocks were coun-
terbalanced between participants. To evaluate the existence and 

igure 6: The IAT blocks. Incogrurent and Congruent blocks 
ere counterbalanced between conditions. 

F
w
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Condition Incogruent Congruent 
Pro-Man 1147.3 (259.4) 976.4 (253.5) 
No-Preference 1099.6 (256.1) 1026.2 (282.6) 
Pro-Woman 926.1 (243.2) 956.7 (283.3) 

Table 2: Reaction time (ms) in the IAT congruent and incon-
gruent blocks. 

HRI ’23, March 13–16, 2023, Stockholm, Sweden Tom Hitron, Noa Morag, & Hadas Erel 

extent of gender stereotypes, reaction times were compared be-
tween the incongruent and congruent mixed blocks. If participants 
associate women with support attributes and men with leadership 
attributes, longer reaction times are predicted in the incongruent 
block compared to the congruent block. At the beginning of each 
block, participants received instructions concerning the block’s spe-
cifc classifcation. Each trial began with a fxation point presented 
for 500ms, followed by the stimulus (the word) shown until the 
participant responds or 2000ms have elapsed. A feedback was then 
presented for 1000ms. 

3.4.2 Semi-structured interview. To understand how participants 
perceived the robot’s behavior, we conducted a semi-structured 
interview that allowed for fexibility during data collection while 
remaining grounded in a particular framework [27]. The interview 
included questions concerning the overall experience, the other 
participant, and the robot: "Describe the overall experience", “Who 
do you think won the debate”, “What did you think about the robotic 
object?”. Women were interviewed by a female researcher and men 
were interviewed by a male researcher. 

3.5 Procedure 
Participants were invited to the lab in pairs. They were seated in 
a waiting room where they signed a consent form, flled out a 
demographic survey, and were asked to perform an initial short in-
troductory conversation to ensure a basic acquaintance level. Next, 
the researcher explained that they would participate in a debate 
and gave them a short text concerning the topic of the debate (reg-
ulation of TV content). The topic was chosen, as it was not gender 
related and had the potential to be engaging for participants, which 
was validated in a pilot study. The researcher assigned a role for 
each participant (pro and against; counterbalanced between men 
and women). Participants had fve minutes to read and prepare 
arguments for the debate. Participants were then invited to the ex-
periment room. The researcher introduced the "debate-moderating" 
robotic object and explained its AI capabilities: "This robotic object 
was trained to moderate and judge debates. The robot was trained 
based on a vast amount of real-life examples of debates moderated by 
humans”. The researcher then introduced the rules of the debate: 
"Every time the robotic object turns to you, it’s your turn to speak 
and present your arguments. When the robotic object turns towards 
the other participant, you need to stop and let the other participant 
speak. By the end of the debate, the robotic object will decide who won 
the debate". The researcher left the room and activated the robot’s 
gesture sequence (for the relevant condition). The entire experi-
ence lasted approximately 3.5 minutes. Following the debate, the 
participants were asked to follow the researcher into two separate 
rooms (each participant in a diferent room), where they performed 
the Implicit Association Test on a computer, and participated in 
a semi-structured interview. At the end of the experiment, the re-
searcher debriefed the participants and verifed that they left with 
an overall positive experience. 

4 FINDINGS 
Quantitative and qualitative analyses were conducted in order to 
assess if the biased robotic behavior infuenced participants’ stereo-
typical thinking and their perception of the robotic behavior. 

4.1 Quantitative analysis 
To evaluate participants’ stereotypical thinking after the debate, we 
analyzed their reaction times in the IAT using a mixed ANOVA. We 
frst verifed that the participants’ debate roles had no interaction 
with the other variables (F<1). We then tested the interaction be-
tween the robotic conditions and the IAT congruency efect (congru-
ent vs. incongruent response-key associations of gendered names 
and leadership-support attributes). The two-way ANOVA, revealed 
a signifcant interaction between the robotic conditions and the IAT 
congruency efect, F(2, 60) = 4.6, p = 0.03, �p2 = 0.11. The interac-
tion indicated that the diferent robotic conditions led to diferent 
levels of stereotypical thinking (see Table 2). Planned contrasts 
revealed a signifcant congruency efect (i.e., stereotypical thinking) 
in the Pro-Man (p = 0.002) and the No-Preference condition (p = 0.05). 
This was indicated by long reaction times in the incongruent block 
(male names and support attributes; female names and leadership 
attributes) in comparison to short reaction times in the congruent 
block (male names and leadership attributes; female names and 
support attributes). This stereotypical thinking was higher in the 
Pro-Man condition in comparison to the No-Preference condition 
(p=0.04), indicating that the biased robot increased already existing 
implicit stereotypes. In the Pro-Woman condition, no diference was 
found between the reaction times in the incongruent and congru-
ent blocks, indicating that stereotypical thinking was eliminated 
in No-Preference condition (p=0.05). This fnding indicates that the 
counter-biased robotic behavior decreased participants’ already 
existing stereotypical thinking. The analysis also indicated a main 
efect for congruency, F(1,60) = 5.3, p = 0.03, �p2 = 0.1. The robotic 
conditions’ main efect was not signifcant F(1,60)=0.7, p = 0.56. 

4.2 Qualitative analysis 
The interviews were analyzed by a thematic coding methodology 
[8]: (1) Transcriptions were read by two researchers to develop a 
general understanding of the data; (2) They identifed initial themes 
independently and discussed them with a third researcher in-depth 
until inconsistencies were resolved; (3) A list of mutually-agreed 
themes was defned; (4) The two researchers (man and woman) used 
the mutually-agreed themes to analyze a selection of the interviews 
independently, and inter-rater reliability was verifed (Kappa=86%); 
(5) Following inter-rater reliability confrmation, the researchers 
analyzed the rest of the data. The analysis resulted in three main 
themes: The man as the debate’s winner, Perceiving the robot as 
fair, and Attribution of the robot’s behavior and decisions. 

4.2.1 The man as the debate’s winner. Participants’ perceptions of 
the man as the debate’s winner varied across conditions. In the Pro-
Man condition, most participants agreed with the robot’s decision 
that matched existing gender stereotypes (17/22 - 7 woman, 10 
Man): "His points were better, the robot knew it" (P.2; Woman); "I had 
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wonderful arguments, so I should have won" (P.5; Man). Only 5/22 
participants rejected the robot’s decision, with the majority of them 
being women (4 women, 1 man): "I don’t know if this was the right 
decision, we both had good arguments" (P.28; Woman). Out of those, 
four participants (4/5) stated the right decision was a tie (4 women, 
0 man): "I think we both did well in the debate, any side he would 
pick would make sense" (P.40; Woman). Only one participant (1/5) 
stated that the woman was the actual winner (0 woman, 1 man): "I 
feel she (the woman) was better and deserved to win" (P.61; Man). 

In the No-Preference condition 9/22 participants (2 women, 7 
men) stated that the man participant should have won, despite the 
robot’s decision of a tie: "I feel that my arguments were structured 
more clearly. I deserved to win” (P.45, Man). 11/22 participants (8 
women, 3 men) thought a tie was the right decision, agreeing with 
the robot’s decision: "We both presented logical arguments, I think 
that it was a tie" (P.16; Woman). Only 2/11 participants (1 woman, 
1 man) suggested the woman as the debate’s winner: "I believe her 
arguments were stronger, so I think she should have won” (P.31; Man). 

In the Pro-Woman condition, only 4/22 participants (1 woman, 3 
man) stated that the man should have won the debate: "My points 
were better, so I should have won" (P.33; Man). 4/22 participants (3 
women, 1 man) stated that the right decision was a tie: "I think in 
general, we both presented good ideas" (P.58; Woman). More than 
half of the participants justifed the counter-biased robotic decision 
(14/22 - 9 women, 5 men): "I agree that her points were better than 
mine, so it felt sensible actually" (P.63; Man); "I was better, I included 
more academic arguments" (P.24; Woman). 

4.2.2 Perceiving the robot as fair. Most of the participants in the 
Pro-Man and Pro-Woman conditions perceived the robot as objective 
(14/22 Pro-Man; 15/22 Pro-Woman). Despite the drastic imbalance 
in time allocation (2 min vs. 1.05 min), they explicitly stated that 
the robot was fair: "Each one of us got enough time to present the 
arguments, it was fair" (P. 19, Man, Pro-Man) and allocated time 
objectively: "Time was evenly split between us throughout the debate" 
(P. 30, Woman, Pro-Woman). The few participants who did not 
perceive the robot as objective, also discussed time allocation: "The 
robot gave me more time to speak" (P. 3, Man, Pro-Man); "I felt I 
spoke more during the debate" (P. 48, Woman, Pro-Woman). Robotic 
fairness was hardly discussed in the No-Preference condition. 

4.2.3 Atribution of the robot’s behavior and decisions. Only four 
participants (4/66) attributed the robot’s behavior (time allocation) 
and decision (debate’s winner) to an explicit bias. This was observed 
only in the Pro-Woman condition and was mentioned mainly by men 
(1 woman, 3 men): "He prefers women, he was drawn to her feminine 
voice" (P. 17, Man, Pro-Woman). Other participants attributed it to 
their own behavior or to the characteristics of the other participant. 
This explanation was more frequent in the Pro-Man (9/22) and Pro-
Woman (9/22) conditions: "It’s about the tone of speech, I had a more 
confdent voice with less um um" (P. 5, Man, Pro-Man). 

5 DISCUSSION 
In this study, we show the risks in interactions with biased robots, 
as well as the opportunities in applying counter-biased robotic be-
haviors. The quantitative analysis of the IAT, a well-known method 

for assessing implicit stereotypes, indicated that the robot’s bi-
ased preference during the debate (of men or women) dramatically 
afected participants’ attitudes and gender perception. When par-
ticipants interacted with a robot whose behavior matched existing 
biases (Pro-Man), stereotypical thinking signifcantly increased in 
comparison to the No-Preference condition. A surprising and encour-
aging result was observed in the Pro-Woman condition in which 
counter-biased robotic behavior decreased stereotypical thinking 
and specifcally in our sample completely eliminated it. 

The impact of the biased robotic behavior on participants’ stereo-
typical thinking was also evident in the qualitative analysis, indicat-
ing a diference in participants’ perception of the debate’s winner. 
In the Pro-Man condition, the vast majority of participants justifed 
the robot’s decision that the man had won the debate, a decision 
that is aligned with existing stereotypes. Stereotypical thinking was 
also evident in the No-preference condition, where almost half of the 
participants stated that the man won the debate, despite the robot’s 
decision of a tie. However, in the Pro-Woman condition, stereotypi-
cal thinking drastically dropped and most of the participants did 
not perceive the man as the debate’s winner. Interestingly, in this 
condition, there was a greater variance between participants, and 
some of the men did not accept the robot’s decision. Taken together, 
our results suggest that an interaction with a robot can dramatically 
infuence stereotypical thinking in both negative and positive ways. 
Robotic behavior that matches existing stereotypes can enhance 
already existing biases. In contrast, HRI design that compensates 
for existing stereotypes can reduce stereotypical thinking. 

The fndings of our study also indicate that the robot’s discrimina-
tory behavior was implicit. Even though participants were informed 
that the robot’s algorithm was created using human behavioral 
data, only four participants attributed the robot’s behavior to a 
bias. Despite the robot’s unfair allocation of speaking time, most 
participants perceived the robot as fair and objective. Instead of 
questioning the quality of the robot’s algorithm, participants in 
the Pro-Man and Pro-Woman conditions rationalized the robot’s 
behavior to be refective of their own performance. They accepted 
the robot’s decisions without challenging or rejecting them. 

Our fndings have several implications. First, the increase in 
stereotypical thinking in the Pro-Man condition further emphasizes 
the great risks of AI bias in the context of HRI. After experiencing 
a biased robotic behavior that matched existing gender stereotypes, 
participants found it extremely difcult to associate women with 
leadership attributes and men with support attributes. This fnding 
is alarming and extends prior work that indicated how AI-powered 
decisions may discriminate against specifc populations [35]. Our 
fndings show that biased robots may strengthen already estab-
lished stereotypical thinking and directly impact how we perceive 
the world. In our study, the increase in participants’ stereotypical 
thinking was indicated after the interaction with the robot had 
ended in a subsequent unrelated task. This fnding implies that the 
negative efect of biased robots on people’s general thinking can 
extend beyond the impact of a specifc AI decision. The fact that 
the robot’s bias was implicit and rarely identifed by participants 
further, increases the risk of negative consequences. 

This efect on people’s stereotypical thinking may have mean-
ingful consequences for everyday life. Consider for example, a near 
future scenario in which a robot placed in a toy store recommends 
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products for purchase based on characteristics it identifes in cus-
tomers. The recommendation algorithm will be trained based on 
data derived from purchasing history as well as customers’ aggre-
gated demographics (e.g. gender and age). The resulting model will 
likely reinforce existing gender stereotypes. For example, the robot 
will suggest vehicles, such as toy trucks or tractors, for boys and 
kitchen items, such as cookware, for girls [21]. Since the robot is 
likely to be perceived as objective and knowledgeable [7, 59], its 
recommendations are likely to be accepted. Apart from introducing 
stereotypes from an early age, our fndings suggest that such an 
interaction will enhance the customers’ stereotypical thinking and 
bias their perception of gender in general. 

The second implication of our fndings concerns the positive 
impact of counter-biased robotic behavior. Our fndings show that it 
is possible to counteract existing stereotypes by integrating afrma-
tive action principles into HRI. The counter-biased robotic behavior 
in the Pro-Woman condition increased participants’ tendency to 
associate women with leadership attributes and men with support 
attributes. These results are encouraging because gender implicit 
associations are known to be persistent and difcult to overcome 
[52]. Using the same toy store example, the counter-biased robot 
would be designed to deliberately suggest toy vehicles for girls 
and kitchen toys for boys. Aside from suggesting ways to provide 
new opportunities for children to play with more diverse toys, our 
fndings suggest that customers’ interaction with the robot may 
very well decrease overall gendered stereotypical thinking. 

Applying such counter-bias to robotic behavior is not trivial. 
On the one hand, it may reduce stereotypical thinking, which is 
highly desired. On the other hand, it requires manual data manip-
ulation to counter the inherent bias in the dataset. Such manual 
intervention may reduce the accuracy of the AI predictions as the 
robot’s behavior will be less representative of typical social behav-
ior. The manual change to the dataset may also reduce the robot’s 
acceptance because previous studies indicate that people tend to 
prefer AI algorithms that include biases over those that do not [64]. 
Counter-biased robotic behavior may also raise ethical concerns. 
Manual data manipulation requires careful control over which pa-
rameters are being manipulated and by whom. Placed in the wrong 
hands, the presumably positive endeavor of adding afrmative ac-
tion principles in robotic behavior can actively become a method 
to infuence how people think. Even in cases where the data is 
carefully manipulated by experts to counter the dataset’s inherent 
bias, the resulting robotic behavior will still involve a manipulation 
that people are unlikely to identify. While non-technological afr-
mative actions are explicitly declared, in the case of robots, data 
manipulation is implicit and the robot’s behavior is likely to be 
perceived as objective and trustworthy. Lastly, we would like to 
highlight that technological interventions should not replace social 
eforts to address stereotypes. However, applying counter-biased 
behavior in HRI should be further studied as a promising direction 
to support such eforts to reduce social stereotypes. 

Taken together, our work indicates that interactions involving 
biased robotic behaviors can implicitly infuence people’s general 
perspectives and attitudes toward marginalized groups in society. 
This impact on stereotypical thinking can lead to adverse results 
by reinforcing behaviors that perpetuate existing stereotypes. Con-
versely, interactions involving counter-biased robotic behaviors can 

reduce the impact of discrimination and serve as a novel method to 
increase the equality of opportunities for disadvantaged groups. 

6 LIMITATIONS 
This study has several limitations. First, like most studies that mea-
sure stereotypical thinking [52], our fndings cannot suggest any 
long-term efect since stereotypical thinking was measured imme-
diately after the interaction with the robot. Future research should 
evaluate possible long-term efects and their duration. Another lim-
itation concerns individual diferences in debate skills. As in other 
between-participant experimental designs, it is possible that the 
random assignment to conditions resulted in unbalanced groups. 
We considered the possibility of an external evaluation of the par-
ticipants’ debate skills. However, due to implicit gender stereotypes 
in society, it is impossible for human raters to generate an objective 
stereotype-free external evaluation even when using formal debate 
rating tools. Since debate rating usually involves the tone of speech 
and body language, other methods like using just the text of the 
debate were rejected. While we cannot completely dispute the pos-
sibility of unbalanced groups, we note that our a priori predictions 
for the IAT results in the diferent conditions matched participants’ 
performance and were further supported by the qualitative results. 
Another limitation concerns the participants’ personal opinion 
on the debate’s topic. While roles were counterbalanced and ran-
domly assigned this could have impacted the results and should 
be further studied in the future. Finally, qualitative assessment (i.e. 
semi-structured interviews) may involve the “good subject efect” 
[50], with participants trying to provide pleasing responses. To 
address this limitation, interviewers followed a strict protocol and 
participants were reassured that anything said is valuable. 

7 CONCLUSION 
Our work demonstrates that robotic behavior which matches ex-
isting human stereotypes can have signifcant adverse efects. In-
teractions with biased robots are about to become more frequent 
due to the growing use of AI algorithms in designing robotic be-
haviors. Our fndings show that such interactions can compromise 
existing eforts to mitigate biases and stereotypes. The increase in 
stereotypical thinking observed in our study is especially alarming 
since the interaction with the robot efectively shaped how people 
think. Our fndings suggest that HRI designers must be conscious 
of AI algorithmic biases, as even simple robots can reinforce stereo-
typical thinking and exacerbate existing discriminatory practices 
and inequality in society. While there is no simple solution for 
dealing with this urgent challenge, our fndings also suggest that 
applying afrmative action principles in HRI design could lead to 
positive outcomes by compensating for a person’s predisposition 
to make stereotypical associations. We show that counter-biased 
robotic behavior can be used to support present eforts to address 
the negative impact of stereotypical thinking. 
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