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Abstract

SOLQC - Recent years have seen a growing number and a broadening scope of studies using
synthetic oligo libraries for a range of applications in synthetic biology. As experiments are grow-
ing by numbers and complexity, analysis tools can facilitate quality control and help statistical
assessment and inference. We present a novel analysis tool, called SOLQC, which enables fast
and comprehensive analysis of synthetic oligo libraries. SOLQC takes as input the results of an
NGS analysis performed on the library, by the user. SOLQC then provides statistical information
such as the distribution of variant representation, different error rates and their dependence on se-
quence or library properties. SOLQC also produces graphical descriptions of the analysis results.
The results are reported in a flexible report format. We demonstrate SOLQC by analyzing several
literature libraries. In the context of these analyses we discuss the potential benefits and relevance

of the different components of SOLQC.

Intrinsic Autoencoders - An important tools that serves life science to gain insights into the
functionality of living cells is the analysis of gene expression in cells and populations. The results
of gene expression profiling usually reside in a very high dimensional space, obstructing efficient

and effective inference and down stream tasks such as classification. We believe that working in a



more adequate representation space can facilitate better results for downstream analysis tasks such
as classification and clustering. As a step in this direction we investigate the intrinsic dimension
of simple data. In particular, we show how autoencoders can be used to fully reconstruct data
that resides in a manifold whose dimension is much smaller than that of the original ambient

repr esentation Space.
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1 SOLQC

1.1 Motivation and Background

Recent years have seen a growing number and a broadening scope of studies using synthetic oligo
libraries for a range of applications in synthetic biology. As experiments are growing by numbers
and complexity, analysis tools can facilitate quality control and help in assessment and inference.
Background on DNA synthesis and on relevant literature can be found in our paper ([1] and ap-

pendix A) as well as [2] and [3].

1.2 Results

We present a novel analysis tool, called SOLQC, which enables fast and comprehensive analysis
of synthetic oligo libraries, based on NGS analysis performed by the user. SOLQC provides
statistical information such as the distribution of variant representation, different error rates and
their dependence on sequence or library properties. SOLQC produces graphical descriptions of the
analysis results. The results are reported in a flexible report format. We demonstrate SOLQC by
analyzing literature libraries. We also discuss the potential benefits and relevance of the different

components of the analysis.

1.3 Paper

Published in Bioinformatics, https://doi.org/10.1093/bioinformatics/btaa740. Also see full version
in the appendix. [1]

1.4 Future Directions

1. In it’s current state, running the tool with high volume NGS results (over 100M reads) can

take several hours, which is unacceptably long. This is mainly due to the matching process.



A more efficient matching algorithm, designed for the specific task of aligning to a set of

short variants/sequences, will significantly reduce this time consuming part of the process.
2. Application of the tool to more datasets.

3. Improved visualization and statistical analysis.

1.5 Appendix

See SOLQC full version below.



Bioinformatics

doi.10.1093/bioinformatics/xxxxxx

Advance Access Publication Date: Day Month Year
Manuscript Category

Subject Section

SOLQC : Synthetic Oligo Library Quality Control
Tool.

Omer Sabary !, Yoav Orlev 2, Roy Shafir 2, Leon Anavy ', Eitan Yaakobi'
and Zohar Yakhini 12

'Computer Science Department, Technion, Haifa, 3200003, Israel.
2School of Computer Science, Herzliya Interdisciplinary Center, Herzliya, 4610101, Israel.
“The two first authors contributed equally to this work.

*To whom correspondence should be addressed.
Associate Editor: XXXXXXX

Received on XXXXX; revised on XXXXX; accepted on XXXXX

Abstract

Motivation: Recent years have seen a growing number and a broadening scope of studies using synthetic
oligo libraries for a range of applications in synthetic biology. As experiments are growing by numbers and
complexity, analysis tools can facilitate quality control and help in assessment and inference.
Results:We present a novel analysis tool, called SOLQC, which enables fast and comprehensive analysis
of synthetic oligo libraries, based on NGS analysis performed by the user. SOLQC provides statistical
information such as the distribution of variant representation, different error rates and their dependence
on sequence or library properties. SOLQC produces graphical descriptions of the analysis results. The
results are reported in a flexible report format. We demonstrate SOLQC by analyzing literature libraries.
We also discuss the potential benefits and relevance of the different components of the analysis.
Availability: https://app.gitbook.com/@yoav-orlev/s/solqc/

Contact: omersabary@cs.technion.ac.il

1 Introduction DNA can potentially efficiently store data for centuries. This progress in the
use of synthetic DNA, as well as its potential to drive future applications,
drives work focused on the optimization of manufacturing processes and
of design cycles. A key to such work is monitoring the quality of synthetic
DNA throughout the process, including at the hands of the end users.

DNA synthesis technology has greatly developed over recent years and
is holding a promise to enable a leap in using natural systems for
various applications. For example, synthetic DNA is used for making

protein therapeutics and drugs. Another application is in genome editing,

wherein optimizing CRISPR-Cas9 systems and reagents is enabled by Synthetic DNA libraries consisting of thousands of DNA sequences,

using libraries of synthetic DNA oligonucleotides. Synthetic DNA is often referred to as variants, have become a common tool in molecular

particularly useful for screening of large guide-RNA libraries to optimize biology. They allow for systematic, unbiased investigations for discovery
CRISPR-Cas9 based systems [19]. The use of synthetic DNA also

enables the optimization of crops for efficient biofuel production [24].

biology, directed evolution for protein engineering, and in vitro molecular
optimization to generate mutant proteins with novel properties. Sharon et
In particular, synthetic DNA can be used to perform codon-optimization, al. used an oligonucleotide library (OL) to infer gene regulatory logic [23],

. . . . . . Levy et al. used an OL to discover a bacterial insulation mechanism [18],
directed evolution, enzyme libraries screens, and incorporation of non-

natural amino acids to improve novel enzymatic activities in the biofuel and most recently Kotler et al. found links between differential functional

industry [8]. Last but not least, synthetic DNA is also an attractive impact to mutations in p53 using OLs [16].
alternative for data storage media, see e.g. [20] and more details in
section 1.1. With an information density orders of magnitude better than

that of magnetic media and due to its highly robust chemical properties

The process of using OLs in such studies usually starts with a design
file containing the DNA variants, which will be synthesized as millions
of physical oligonucleotides (oligos). These oligos will typically be
sequenced in one or more steps of the experimental process, producing
results in the form of NGS output files (typically fastq). We refer to each

© The Author 2015. Published by Oxford University Press. All rights reserved. For permissions, please e-mail: journals.permissions@oup.com 1

“main” — 2019/11/26 — page 1 — #1



2 Omer Sabary™, Yoav Orlev™2, Roy Shafir'2, Leon Anavy', Eitan Yaakobiand Zohar Yakhini'

sequenced synthesized strand as a read. To validate and/or optimize the
results of the different steps in an OL based study, it is important to quality
control all components to make sure that the results stem from the biology
and not from noise, from confounding interference of from other biases
related to synthesis and to sequencing.

1.1 DNA Storage Systems

The recent progress in synthesis and sequencing technologies has paved the
way for the development of a non-volatile data storage technology based
upon DNA molecules. A DNA storage system consists of three important
components. The first is DNA synthesis. The stage at which the strands
or DNA molecules that encode the data are produced (those strands called
input strands, or variants). In order to produce strands with acceptable error
rates, in a high throughput manner, the length of the strands is typically
limited to no more than 250 nucleotides [2]. The second part is a storage
container with compartments. This container stores the DNA strands. No
order is assumed for this stage. Finally, sequencing is performed to read
back a representation of the strands (the output of this stage consists of
strands called output strands or sequencing reads). A decoding process
transforms the sequencing output back to digital data. The encoding and
decoding stages are two processes, external to the storage system, that
convert the user’s binary data into strands of DNA in such a way that, even
in the presence of errors, it will be possible to revert back and reconstruct
the original binary data of the user.

One of the first experiments to store information in DNA was conducted
by Clellan et al. in 1999, where they coded and recovered a message
consisting of 23 characters [7]. Shortly after this, in 2000, Leier et al.
have managed to successfully store three sequences of nine bits each [17].
A more significant progress, in terms of the amount of data stored
successfully, was reported by Gibson et al. in 2010, demonstrating in-
vivo storage of 1,280 characters in a bacterial genome [10]. The first large
scale demonstrations of the potential of in vitro DNA storage were reported
by Church et al. who recovered 643 KB of data [6] and by Goldman et
al. who accomplished the same task for a 739 KB message [11]. Both of
these pioneering groups did not recover the entire message successfully
as no error correcting codes were used. Later, in [12], Grass et al.
stored and recovered successfully 81 KB message, in an encapsulated
media, and Bornholt et al. demonstrated storing a 42 KB message [4]. A
significant improvement in volume was reported in [3] by Blawat et al. who
successfully stored 22 MB of data. Recently, Erlich and Zielinski managed
to store 2.11 MB of data with high storage density [9]. The largest volume
of stored data is reported by Organick et al. in [20]. Organick et al. describe
the encoding and decoding of 200 MB of data, an order of magnitude more
data than previously reported. Yazdi et al. [28] developed a method that
offers both random access and rewritable storage. Most recently, Anavy
et al. [1] described how more data can be stored for less synthesis cycles.
Their approach uses composite DNA letters. A similar approach, on a
smaller scale, was reported in [5].

1.2 Synthetic Oligo Library (OL) Errors

The processes of synthesizing, storing, sequencing and handling
oligonucleotides are all error prone. Each step in the process can
independently introduce a significant number of errors:

1. Both the synthesis process and the sequencing process can introduce
deletions, insertions, and substitution errors on each of the reads
and/or synthesized strands.

2. Current synthesis methods can not generate one copy for each design
variant. They all generate thousands to millions of non perfect copies.
Each of these copies has a different distribution of errors. Moreover,
there might be some variants with a significantly larger number of
copies, while some variants may be not be represented at all. In other
words, the representation and the error profile of variants in the library
is not uniform.

w

The use of DNA for storage or of OLs for other applications typically
involves PCR amplification of the strands in the DNA pool [13].
PCR is known to have a preference for some sequences over others,
which may further distort the distribution of the number of copies of
individual sequences and their error profiles [21, 22].

Most of the research on characterizing errors in synthetic DNA libraries
has been done in the context of individual studies using synthetic DNA.
Tian et al. showed in [26] that the rate of deletion is 1/100 per position,
insertion is 1/400 per position, and the rate for substitution is 1/400. Later,
Kosuri and Church [15] noted that column-based oligo synthesis has total
error rate of approximately 1,/200 or less for oligos of 200 bases, where
the most dominant error is a single base deletion. In addition, they showed
that high GC content, at more than 50% of the bases in the strand being
G or C, can inhibit the assembly and lead to lost data. They also pointed-
out that in OL synthesis, a synthesis method based on DNA microarrays,
the error rates are usually higher than those for column-based synthesis.
Recently, in [13], Heckel, Mikutis, and Grass, studied the errors in a DNA
storage channel based upon three different data sets from the experiments
in [9, 11, 13]. In their work they studied the deletion/insertion/substitution
rate and how it is affected by filtering reads with incorrect length (compared
to the designed length). In particular, when they considered only reads with
the correct length, they showed, as expected, that the deletion rate has been
significantly decreased in all of the data sets. They also investigated the
conditional error probability for substitutions and found out that in [9] the
most dominant substitution error was from G to T (20%), and in the rest
of the experiments, the most dominant substitution error was from C to
G (about 30-40%). They also examined the effect of the number of PCR
cycles on the coverage depth, which is the distribution of the number of
reads per each of the variants. They concluded that, since the efficiency of
the PCR amplification on each of the strands is different, a larger number
of PCR amplification cycles leads to a higher differences in the coverage
depth distribution of the variants. Organick et al. also characterized the
errors in their experiment [20]. First, they found that substitution was
the most frequent error in the library, then deletion, and lastly insertion.
Furthermore, they found that while deletions showed almost equal rates
for all of the four bases, insertions were mostly associated with base
G, and substitutions were mostly associated with base T. Lastly, they
also examined the read error rates per position. It should be noted that
substitution errors are most likely associated with sequencing and not with
synthesis.

1.3 This Work

In this paper we describe SOLQC, a software tool that supports the
statistical analysis and quality control of OLs. The tool is designed to
enable and to facilitate individual labs obtaining information about DNA
libraries and performing error analysis before or during experiments. We
describe our methods and demonstrate the results of analyzing several
libraries from the literature. The dissemination reflects only the authors’
view and the EU Commission is not responsible for any use that may be
made of the information it contains.
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2 Materials and Methods

2.1 SOLQC Tool

In this section we present our software tool, called SOLQC - Synthetic
Oligo Library Quality Control. This quality control tool generates a
customized report which consists of several statistics and plots for a given
input synthetic library. Detailed instructions to use the tool are given in
Section 6.

The input to the SOLQC tool is the result of a sequencing reaction run
on the library. It consists of the design variants and of all the sequenced
reads. The input to the tool is provided using the following three files.

1. Design file: This file consists of the design variants that were
synthesized and it has to be in a csv format. The tool also supports an
TUPAC description [14] of the design.

2. NGS results file: This file is in fastq format and contains the NGS
results.

3. Config file: Auxiliary file which consists of other details on the design
variants such as information on the barcode etc.

The SOLQC tool is operated in the following order.

1. Preprocessing: The reads can be filtered such that only valid reads will
be processed by the tool. The selection of valid reads can be configured
by the user according to the sequence barcode and its length.

2. Matching: Each read is matched to its corresponding variant. The
matching step can be done by different strategies as follows.

e Barcode matching: If the library has a barcode assigned to each
variant, the barcode will be used in order to match each read with
a tunable tolerance in errors for the matching.

e Editdistance [25]: The edit distance between an input read and, in
principle, all the variants will be calculated, such that the variant
with the smallest edit distance will be selected as the matched one.

e Fast matching: The tool supports also faster matching using
several approximations of the edit distance.

Alternatively, this matching step can be done by the user in advance.
In this case the matching between reads and variants is given by fourth
input file (in csv format). The set of reads which are matched to the
same variant form a variant cluster.

3. Alignment: Every read is aligned according to its matched variant
and an error vector is computed which represents the location and
error types at each position of the variant (with insertions handled
separately). Fig. 1 demonstrates an example for the alignment step.

4. Analysis: The matched reads and their error vectors are used in order
to create error characterization and data statistics for the library, as
will be described in the sequel.

5. Report generation: The output of our tool is a report which consists
of analysis results, as selected by the user, in a customizable format.

Read #1
Re
Re

R
R L

[ E - Deletion E - Substitution n - Insertion ]

Fig. 1. An example of 25 reads (in purple) aligned to a variant of length 27 (in yellow).
For each read, the locations of the deletions, substitutions, insertions are marked in red,
blue, green, respectively. This alignment output forms the basis of the analysis performed
by SOLQC.

2.2 Statistical QC Analysis for Synthetic DNA Libraries

In this section we describe and discuss the statistical analysis performed
and supported by the SOLQC tool. These statistics are explained on actual
data from the experiment in [9] by Erlich and Zielinski. The details of this
experiment are summarized in Table 1. These statistical results are divided
into two parts; The first one addresses the composition of the synthesized
library (composition statistics) and the second one addresses the errors
inferred from sequencing reads (error statistics). We sampled 1,689,319
reads out of the 15,787,115 reads of the library, and analyzed only reads
with length at most 4 bases shorter or longer than the design’s length, which
is 152 (i.e., their base-length was between 148 and 156). Those reads were
matched with their closest design variants using an approximation of the
edit distance which calculated the edit distance between all reads and
variants based upon the first 80 bases.

Table 1. Experiment by Erlich and Zielinski [9]

Data size 2.11 MB
Design length 152 bases
Number of variants 72000
Number of reads 15,787,115
Number of sampled reads 1,689,315
Number of filtered reads 1,427,781
Synthesis Technology Twist Bioscience
Sequencing Technology | Ilumina miSeq V4

“main” — 2019/11/26 — page 3 — #3
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2.2.1 Composition statistics

1.

Symbol statistics (Figs. 2 and 3). This plot presents, using a stacked-
bar plot, the distribution of all bases in the library by their occurrence
at any position both for the reads and for the design variants. This is
demonstrated in Fig. 2 for the design variants and in Fig. 3 for the
reads.

e X-axis: The position (index) in the DNA variant or read.

e Y-axis: The number of occurrences for each base type, scaled for
the sequencing depth.

e Description: In Fig. 2, for every position (index) in the variant,
the number of occurrences of each of the four bases in all of the
design variants is calculated. Similarly, in Fig. 3, the number in
every position is calculated according to the actual reads.

70000 2= ¢

- G

60000 | mm A
50000
40000
30000
20000
10000
0

0 76 152

Position

Fig. 2. Base distribution in the design variants (see 2.2.1.1).

1400000

>0 -0

1200000
1000000
800000
600000
400000
200000
00 76 152
Position

Fig. 3. Base distribution in the reads (see 2.2.1.1).

2. Histogram of the cluster size per variant (Figs. 4 and 5). The plot

in Fig. 4 presents the histogram of the variant cluster size. That is: the
number of filtered reads, per design variant.

e X-axis: The size of a variant cluster, starting from the size of the
smallest variant cluster among all the variants in the library and
up to the largest variant cluster value.

e Y-axis: The number of variants in the library that have a cluster
of size x.

e Description: According to the matching step, the cluster size for
each of the design variants is calculated and the histogram is
generated by counting the number of variants with a given cluster
size. Note that the sum of the y values in this histogram is the
number of variants in the experiment, which is 72,000 in [9].

w

3500
3000
2500
2000
1500
1000

Number of variants

500

0

0 10 20
Number of reads

30 40 50 60 70

Fig. 4. Histogram of the number of filtered reads per variant (see 2.2.1.2).

This plot can also have a stratified version by 5 ranges of
the GC-content of the design variants, as depicted in Fig. 5.
To define the 5 values of the GC-content presented in the
figure, the tool takes the minimal and maximal values of
the GC content as designed in the library and partitions the
range between them to 5 different subranges of equal size (in
terms of range). The GC-content is presented by percentage.

1000 (46.0, 47.6]
8 (47.6, 49.2]
& 800 (49.2, 50.8]
S [ (50.8, 52.4]
> 600 (52.4, 54.0]
o
@
9 400
€
2 200 ‘

oL il

0 10 20 30 40 50 60 70

Number of reads

Fig. 5. Histogram of the number of filtered reads per variant, stratified by the GC-
content (see 2.2.1.2).

. Sorted bar plot of the number of filtered reads per variant (Figs. 6

and 7). The plot in Fig. 6 presents a sorted bar plot for the variant
cluster sizes.

e X-axis: The variant rank after sorting all variants in the library by
their cluster size.

e Y-axis: The cluster size of variant x.

e Description: In this plot, after calculating the cluster size for each
of the design variants, we sort them in a non-increasing order by
the cluster size. Each variant is associated with a bar whose height
corresponds to the variant cluster size. Hence, there are 72,000
bars, corresponding to the number of variants in [9].
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Fig. 6. Sorted bar plot of the number of filtered reads per variant (see 2.2.1.3).

We also plot, as shown in Fig. 7, a stratified version by 5 values

of the GC-content of the variants. These 5 values of GC-content were
defined by the tool as described in Fig. 5.

701 (46.0, 47.6]
. (47.6, 49.2]
S 607 (49.2, 50.8]
9 501 (50.8, 52.4]
Y— 2.4, 54,
5 401 (52.4, 54.0]
—
(0]
23
IS
52
=2

Q

qf’)co 5000 ,\600 ,\’QQQQ,\}‘)QQ,\C)OQQ{\SQQ
Variant rank

Fig. 7. Sorted bar plot of the number of filtered reads per variant, stratified by the
GC-content (see 2.2.1.3).

4. Histogram of the length of reads (Fig. 8). This plot presents the
distribution of the different lengths of all the reads.

X-axis: The length of the read.

Y-axis: The number of filtered reads found in the library of length
x, presented in log-scale.

Description: This plot presents a histogram of the different lengths
of all reads in the library.

»n 107!
e}
©
()
—
%5 1072
[y
o
)
-3
9 10
—
[T
104
148 152 156
Length

Fig. 8. Histogram of the length of reads (see 2.2.1.4). Note that the difference between

152 and 154 is two orders of magnitude.

2.2.2 Error statistics
Total error rates (Fig. 9).
substitution, and deletion error rates as inferred from the reads in

This plot presents the insertion,

the library.

e X-axis: Each bar presents the type of error, which can be one of the
following: insertions, substitutions, single-base deletions, long
deletions (deletions of more than one base), and total deletions
(deletions of one or more bases).

o Y-axis: The error rate, calculated as the ratio between the total
number of errors of each type and the total number number of
read bases. The plot is in log scale.

e Description: After the alignment step, an error vector is calculated
for each of the reads based upon its errors with respect to the
matched variant. This error vector consists of the locations of the
substitutions, insertions, and deletions in the read. See Fig. 1 for
an example. For the error rates of insertions, substitutions, and
deletions, we plot the ratio between the number of occurrences
of each error type (in the entire sequencing data) and the total
number of read bases expected in the library (number of filtered
reads x design length!. For long deletions, we count each burst of
at least two consecutive deletions as a single error, and then plot
its ratio with the total number of read bases in the library. Lastly,
the error rate of the single-base deletion is calculated is a similar
way using the number of bursts of deletions of length 1.

1073

6x107¢

Error rate

4x107%

3x107

2x107

Sub. Ins.

1-Base Del.Long Del. Del.
Error type

Fig. 9. Total error rates. (see 2.2.2.1)

! For example: the deletion rate in Fig. 1 is 24/(25 x 27), which is
calculated to be the ratio between the number of red squares (24) and the
product of the number of rows (25) with the variant length (27).
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2. Error rate stratified by symbol (Fig. 10). This plot presents by

a heat map the symbol dependent, error distribution. Each square
presents for each type of error, its error rate for the specific symbol.
For insertions we address both the inserted symbol, and the symbol
before the insertion. The x, y entry in the heat map is calculated to
be the ratio between the number of type y errors of base x and the
expected number of base  in the reads?.

m

Substitution{0.135 0.135 0.126 0.132 0.12 3‘

Inserted Symbol {UEAUGEERIERUEE |10 10 QP
Symbol Pre-Insertion [QEERIEERREANES [§0.08 %_
>

1-Base Deletion 0065
Long Deletion [XZZEXPERKPENKPE] 0.04 §

>

+

A CG T

Fig. 10. Error rates stratified by symbol. Note that the numbers are in percents. For
example the value of 0.024 for "A" long deletion, means that 0.024 percents of the
occurrences of base A in the library creates long deletion error. (see 2.2.2.2)

Error rate per position (Fig. 11). This plot presents the error rate for
every error type as it is reflected in a specific position of the strand.

e X-axis: The position in the strand, from 5° to 3’; note that the
phosphoramidite synthesis direction is 3’ to 5. It is important to
emphasize that we report rates as calculated from the alignment
results. These rates reflect both synthesis as well as sequencing
errors. We expect substitution and insertion errors to be primarily
due to sequencing. Long deletions primarily due to synthesis.

e Y-axis: The error rates per position in all reads for single-base
deletions, long deletions, substitutions, and insertions, presented
in log scale.

e Description: For every position between 0 (the first position, from
5° to 3%) and 151 (the last position in [9]) and for each error type
as described in Fig. 9, the tool calculates the error rate as the ratio
between the number of errors of each type and the number of
filtered reads.

h
<
&

MWA%WW

Error rate

—— Sub.

— Ins.

—— 1-Base Del.
10_4 Long Del.
—— Total Del.

0 20 40 60 80 100 120 140
Position

Fig. 11. Error rates by position (see 2.2.2.3). X-axis represents position counted from
the 5" end of the designed variant. The Y-axis is log-scale.

4. Deletion length distribution (Fig. 12). This plot presents the

distribution of the lengths of all deletions.

e X-axis: Deletion length, which is the number of consecutive
deleted bases.

e Y-axis: The error rate for each length of burst of deletions with
exactly x bases divided by the number of total bases in the library.

e Description: The tool counts the number of deletion bursts of size
exactly x bases, based on the alignment error vector. The error
rate is then calculated as the ratio between this number and the
expected number of bases in the reads.

1073

Deletion rate
= = =
o o o
& & L

—
o
4

1 2 3 4 5 6
Deletion length

Fig. 12. Deletion length distribution (see 2.2.2.4).

Cummulative distribution based upon the number of errors
(Fig. 13). This plot presents the percentage of reads in the library
with z or less errors.

e X-axis: Number of errors.

e Y-axis: Percentage of reads with at most x errors.

e Description: For a given number of errors x, the tool calculates
the fraction of reads with at most x errors.
100%

95%

90%

85%

80%

75%

Fraction of reads

70%

0 1 2 3 4 5 6 7 8 9 10
Number of edit errors

Fig. 13. Cummulative distribution based upon the number of errors (see 2.2.2.5).
Note that 70% of the reads have neither sequencing nor synthesis error.

GC-content error analysis (Fig. 14). Error rates in a form of box plot
based upon the GC-content. This plot depicts the reads error rates,
grouped by the GC-content of their corresponding design variants.
Each point represents the error rate of one of the reads in the library,
with GC-content . The box extends from the lower to upper quartile
error rate of the reads with GC-content x, and plots green line at the
median and green triangle at the mean value.

2 The expected number of base  in the reads is calculated as the sum of
the products of the number of base x in each of the design variants, and
the number of reads matched to it.
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Table 2. Synthetic DNA Libraries

EZ-17 [9] G-15[12] 0-17 [20] Y-16 [27]
Data storage size 2.11 MB 83 KB 200 MB (9.503066 MB) 3,633 bytes
Design length (bases) 152 158 150 880-1,060
Number of variants 72,000 4,991 607,150 17
Number of reads 15,787,115 3,312,235 62,879,612 6,660
Number of filtered reads 1,427,781 1,945,744 91,898 6,660
Synthesis Technology | Twist Bioscience | CustomArray Twist Bioscience Integrated DNA Technology (IDT)
Sequencing Technology | Ilumina miSeq | Ilumina miSeq Tlumina NextSeq MinION

0.006
—
W 0.004
A
0.002
0.000
o 0 o
GC-content

Fig. 14. Error rates by the GC-content (see 2.2.2.6).

3 Results

In this section, we present several results from the analysis of four synthetic
DNA libraries. These results are based on previous experiments for storage
applications conducted by Erlich and Zielinski [9], Grass et al. [12],
Organnick et al. [20], and Yazdi et al. [27]. While OLs are used for a
variety of applications, we focused on data storage OLs as the library
data for these is typically more accessible. We matched each read with its
relevant variant using edit distance estimation as will be described below.
The analyzed data sets and their details are summarized in Table 2. We
next present how we process the data of each experiment.

3.1 Pre-processing and Filtering of the Libraries

e Erlich and Zielinski [9], will be referred in this paper as EZ-17: As
explained in Section 2.2, we analyzed this library using a sample of
1,689,315 reads out of the reported 15,787,115 reads. In this library
the design length of each variant was 152. We present example results
from three different filtering schemes:

1. Filtering only reads with length between 148 and 156 - 1,427,781
reads.

2. Filtering only reads with length between 142 and 162 - 1,466,069
reads.

3. Analyzing all the reads in the sample - 1,689,315 reads.

The estimated matching between each of the reads and its design
variant was calculated in two steps. First, the edit distance of the first
80 bases between the read and each of the variants was calculated.
Then, the read is matched with the closest variant according to this
calculation.

3.
1.

Grass et al. [12], will be referred in this paper as G-15: The analysis
of this library is based on all of the 3,312,235 reads. The length of
each variant in this library was 158, with two primers of length 20 at
the 5” end and 21 at the 3* end. The results presented were calculated
according to the 117 bases of the data in each of the reads. The reads
were filtered by their length: 1,945,744 reads with length between 112
to 122 bases were analyzed by the tool. The estimated matching of the
reads to their corresponding design variants in G-15 was performed as
in EZ-17.

Organick et al. [20], will be referred in this paper as O-17: The analysis
of this library is based on a sample of 101,243 out of the 62,879,612
reads of one file of the library. The design length of each variant in
this library was 150. Similarly to G-15 [12], there were two primers of
length 20 at each end. Hence, the reads were filtered by their length:
we omitted the primers from each read, and analyzed 91,898 reads
with length between 105 and 115 bases. The results are presented
for the information bases (the primers were trimmed). The estimated
matching of the reads in O-17 was performed as in EZ-17.

Yazdi et al. [27], will be referred in this paper as Y-16: The results
presented are based on all the 6,660 reads in the library. This library
consists of 17 variants - 15 of length 1,000, one of length 1060
and one of length 880. The estimated matching of the reads to their
corresponding design variants, was done in a similar way that used
for EZ-17. However, since the number of variants was significantly
smaller, we were able to calculate the edit distance for the entire
strand between each read and all of the variants. Then, the read
was matched with the closest variant. In this experiment, the design
variants were longer and the reads were sequenced by the MinION
sequencing technology. Hence, this data is likely have different error
characteristics than those observed for the other three.

2 Analysis of Synthetic DNA Datasets

Total error rates. The results show significant differences between
the four experiments. The three experiments of EZ-17 [9], G-15 [12],
and O-17 [20] show higher rates for deletions and substitutions than
insertions. EZ-17 and O-17 have the lowest error rates overall. In Y-
16 [27], we observe higher rates for insertions rather than deletions
and substitutions. Moreover, the error rates in Y-16 [27] are higher
by two orders of magnitude than the other three. These results are
presented in Fig. 15.

Cummulative distributions based upon the number of errors. As
mentioned above the data of Y-16 [27] is much more erroneous.
Indeed, we can see that none of its reads had less than 100 errors. In
EZ-17[9] and O-17 [20], 70% and 60% of the reads were synthesized
and sequenced without any error respectively, while only 30% of the
reads in G-15 [12] show no errors at all. These results are presented
in Fig. 16.
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3. Error rates, stratified by symbol. Base G showed slightly less errors

compared to the other bases in EZ-17 [9]. Similarly, base A and base
G showed slightly lower error rates compared to the other bases in
Y-16 [27]. However, in G-15 [12], and in O-17 [20], base C was the
least erroneous base. These results are presented in Fig. 17.

Histograms of the length of the reads, using different filtering
schemes in EZ-17 [9]. We can see that in each of the filtering
schemes we used, the length of the majority of the reads was 152 (the
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Fig. 15. Total error rates in the four datasets. Note that total error rates are also due to sequencing errors. While EZ-17 [9], G-15 [12], and O-17 [20] were sequenced on Ilumina sequencing
machines, the fourth dataset, Y-16 [27], used a much noisier sequencing platform, which explains the differences in the error rates.
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Fig. 16. Cummulative distributions based upon the number of errors. Note differences in the range of Y-axes in the four figure. Also note that the X-axes are truncated (see 2.2.2.1).

designed length) or shorter. These results correspond to our findings
that deletions were the most dominant errors in the library. These
results are presented in Fig. 18.

Histograms of the cluster size per variant. Fig. 19 shows the
distributions of the cluster size per variant for the experiments in EZ-
17 [9] and G-15 [12]. While the shape of the distribution of EZ-17 [9]
has the form of a normal distribution, there is no similar trend in G-
15 [12]. However, it is possible to notice that the number of variants
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18. Histograms of the length of the reads in EZ-17 [9], using different filtering schemes (1), (2), and (3), respectively (see 2.2.1.4) .

decreases with the size of the cluster size. Furthermore, in G-15 [12]
we also observed very large clusters of size ranging between 2,000
and 8,000, which were omitted from the figure for its clarity.

Error rates by GC-content. The results (presented in Fig. 20) show
that the median and the mean values of the read error rates increase
with its designed GC-content in G-15 [12]. In Y-16 [27] we can
surprisingly see error rates which are greater than 1. Such high error
rates are encountered when there is a large number of insertions
together with deletions and substitutions in the read such that the
number of errors is strictly larger than the design length. These results
corresponding to our findings that insertions were the most dominant
errors in this library.

Error rate per position. In all four experiments analyzed, the error
rates in the 3’ end are greater than the error rates in the 5’ end. Note that
in Y-16 [27] there were different design lengths: 880, 1,000 and 1,060.
For uniformity, we present only results of reads which correspond to
variants of length 1,000. These results are presented in Fig. 21.

4 Use-Case Examples

In this section we present several use-case examples for SOLQC.

Design-quality evaluation. Different libraries can have different
robustness levels. For example: a design of one library can have
many homopolymers, while another can limit the presence of
homopolymers. SOLQC outputs statistical reports describing the
error behavior of a given library/design. The user can create several
small test experiments with different designs and properties. Then,
the user can use SOLQC to evaluate the effect of different designs
on the error behavior. This analysis can then be considered as part
of the final design of the library.

Binning of synthetic DNA-libraries. The result of a sequencing
reaction on a given library does not include the matching of each
read to its design variant. SOLQC provides several methods to bin
the reads according to their corresponding design variants. The
matching/clustering methods can be performed on libraries with
or without the barcode. In addition, users can get coverage depth
statistics from SOLQC as well as quality related statistics, which
can be different for different variants or set of variants. Lastly, in
applications like data storage, the set of reads that is binned to any
given variant can be used in order to decode the stored variant.
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Fig. 19. Histograms of the cluster size per variant in two of the four datasets (see 2.2.1.2).
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Fig. 20. Error rates by the GC-content in the four datasets. Note the differences in the range of the Y-axis in the four figures (see 2.2.2.6).

C.

Comparison of different synthesis and sequencing technologies.
SOLQC provides its users composition and errors statistics.
Accordingly, the user can synthesize libraries using several
synthesis technologies and their process parameters. Then, the user
can compare the quality of the results of each technology and/or
of each parameter configuration. In order to optimize the process
parameters, the experiments can be conducted with the same design
while using different parameter configuration. Thus, it is possible
to determine how to choose the best configuration.

. Design of error-correcting codes and coding techniques for

DNA-storage. In data storage applications, SOLQC can be used as a
characterization tool of the DNA channel. The user can characterize
the DNA channel using data from previous experiments of various
technologies and design parameters. Then, using this information,
the user can design appropriate error-correcting codes and coding
techniques to improve the error rates.

Qtand.
S

dization and reproducibility. SOLQC enables determining
whether a library is behaving as previous libraries from the
same vendor with similar preparation characteristics. This
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enables comparison between the same library preparation protocol
performed in different labs, or in the same lab at different times or
by different lab members.

5 Discussion

In this work we presented SOLQC, a software tool designed to
characterize synthetic DNA libraries. While SOLQC provides many
useful tools and features, it will benefit from further development in
several aspects:

a. Matching approximations. Matching each read with its design
variant is a complex calculation, especially when the library is not
barcoded and/or when there are many variants in the library. In
fact, the matching step is the heaviest step in any initial run of the
SOLQC pipeline. Hence, we plan to provide, in the future, several
faster approximation approaches to the matching step.

b. Reconstruction algorithms. When synthetic DNA libraries are
used for data storage applications, the first step of decoding the
data is to reconstruct the original variant out of the noisy reads. We
plan to add to SOLQC additional features related to this step. Thus,
SOLQC will perform reconstruction on a given cluster of reads, in
order to decode the sequence of the original variant.

c. Additional statistics. SOLQC will report several more statistics
in the future. These statistical analysis will examine more deeply
whether there is a connection between the characteristics of the
design variants and the errors observed for them.
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Fig. 21. Error rates per position in the four datasets. X-axis represents position counted from the 5° end of the designed variant, note the differences in the range of the X-axis and Y-axis in
the four figures (see 2.2.2.3).

6 Installation Link
https://yoav-orlev.gitbook.io/solqc/.
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2 Single cell RNA seq and investigating the intrinsic dimension of

synthetic sparse embedded data

2.1 Background

High throughput measurement of gene expression has led to significant progress in our understand-
ing of cellular and organism level biological functions in health and disease. In an early review [4]
the authors argued the importance of gene expression profiling. Many other studies , such as [5],
[6].[7]1, [8] describe examples of how these profiles can be useful in various contexts. Single cell
measurement gives an even more accurate picture of the sample and can thus support even greater
understanding and possibly greater clinical or process relevance. Single cell sequencing examines
the sequence information from individual cells with optimized next-generation sequencing (NGS)
technologies, providing a higher resolution of cellular differences and a better understanding of
the function of an individual cell in the context of its micro-environment [9]. Single-cell RNA-
sequencing (scRNA-seq) has emerged as a revolutionary tool that allows researchers to address
scientific questions that eluded examination just a few years ago. In 2013, Sandberg claimed we
are entering the era of scRNA-seq in biology and medicine [10], and Svensson et al. reviewed the
exponential growth of the technique [11]. Alongside the advantages of scRNA-seq come compu-
tational challenges that are just beginning to be addressed. Recently, we have seen a large number
of works trying to apply deep learning techniques on this type of data [12], [13],[14], [15]. Deep
learning has also been applied to other domains in genomics. In [?] the authors report the pre-
diction of methylation status from sequence and expression data. In [16] the authors provide an
overview of applications in medicine, taking a molecular medicine angle.

Autoencoders, a method which dates back to 1986 [17], [18], is an unsuperivsed learning
method that addresses represntation learning, denoising, data generation and more. This chapter

is motivated by the potential use of autoencoders in analyzing scRNA seq data [19], which is

20



typically of very high dimension. A basic theoretical question related to this potential use of
autoencoders is what bottle neck dimension should be used to improve the performance. Gupta
et al. [20] use an automated elbow method for this task, in the context of text data. Motivated by
the scRNA seq question we continued to investigating whether autoencoders capture the intrinsic
dimension of low dimensional data which is embedded in higher dimensional ambient space, using
synthetic data. We have not yet found literature on autoencoders bottleneck investigation using
synthetic data where the intrinsic dimension is known. We hereby describe the results of the initial
analysis of the scRNA seq data and the subsequent theoretical investigation related to capturing

the intrinsic dimension of synthetic data.

2.2 Classification of human blood cells by scRNA seq profiles

We worked with Dr. Roy Avraham’s lab at the Weizmann Institute of Science on investigating
scRNA seq acquired for samples of infected and non infected blood cells. The goal of his research
is to understand the infection mechanism, in terms of the host molecular level response.

The data was gathered in two studies. In the first, blood cells were extracted from a single indi-
vidual. Then, a portion of the cells were infected with salmonella while a healthy population was
kept on the side. Both were sequenced. in the second study blood cells were extracted from 2 in-
dividuals, and here, the cells were infected with both salmonella and listeria. Again, both infected

and healthy cell populations were sequenced. A break down of the cells is shown in Figure 1.

Given this data we’ve constructed a feed forward neural net which achieves 85.7% classifica-
tion (infected vs non-infected) accuracy, an AUROC of 0.84, average precision of (.88, average
recall of 0.86 and a fl-score of 0.85. This is compared to a logistic regression base-line of 0.75%
accuracy, 0.73 AUROC, 0.82 precision, 0.76 recall and a fl-score of 0.74. (the non-standard

train-test split is discussed below). In seeking approaches to improve that score we turned to in-
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Figure 1: Number of cells sequenced broken according to the different populations investigated in the
study (S- Salmonella, N - Naive, L - Listeria). In the right panel the three individuals are separated for the
counting.

vestigating dimensionality reduction and autoencoders. The classifier confusion matrix is reported

below in Figure 2:

Predicted

Ground Truth

Figure 2: Confusion Matrix. Size of test set = 13,256, consisting of cells of all 3 types from Individual
number 2.

We note that this is not a classical dataset for machine learning models since most of the
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(single cell) samples are highly correlated with one another. Therefore the performance reported
is based on splitting the data so that Individuals 1 and 3 served as training set, while Individual 2

served as test set.

2.3 The intrinsic dimension of sparse data: an investigation using synthetic data

An important issue, for sScRNA seq is the sparsity of the data. As indicated above, one may hope
to overcome the sparsity issue by working in a dimension that better fits the data. We describe
an approach here, to help us understand the relationship between the bottle neck dimension of
autoencoders and the intrinsic dimensions of data they are able to faithfully represent. Next steps
may allow us to discover a meaningful dimension of scRNA sequence data for clustering pur-
poses and for improved classification performance. The current dimension of the Avraham data,
for example, is ~33k. Since most of the genes introduce noise to the network, our hypothesis
is that once such an intrinsic dimension is found, we would be able to improve the classification
performance. Another motivation comes from gene clustering. We believe that working in a latent
space with better representation can facilitate in finding improved clustering insights and features.
We now explore, therefore, how autoencoders can learn a known intrinsic dimension of synthetic
data. This synthetic data resides in dimension a, but was generated from a dimension of size ¢
where a > t. We would like to demonstrate that an autoencoder can learn the intrinsic dimension
of the data, . We can demonstrate this by showing that a very low reconstruction loss can be
obtained with a latent dimension of #, and that using a higher latent space dimension has little

effect on the loss since the added dimensions are redundant.
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2.3.1 Methods

Data We performed 4 experiments to study this question, working with different synthetic

datasets.

1. The first experiment, which serve as kind of a base for the others followed this procedure:

(a) Randomly generate ¢ vectors, each of dimension a. Denote the resulting ¢ X a matrix

as B.
(b) Generate n vectors, each of dimension ¢. Denote the resulting n X ¢ matrix as S.

(c) LetD=SxB

This results in n vectors of dimension a (we refer to this size as the Ambient Dimension).
These vectors, however, all reside in a 7-dim (linear) manifold. Given a row vector d € D
and the matrix B, we only need the i scalars that operated on each vector in B to fully recover

d.

2. The second experiment followed the same procedure, only at the end we squared each value

in D to introduce a nonlinear transformation.

3. The third experiment followed a similar base procedure, and this time, for the matrix S
instead of sampling n vectors in dimension ¢t we sampled » vectors in dimension ¢ — 1 and
set x; = /X' x;2. The challenge here was to see if we can train an autoencoder with a

bottle neck of size r — 1.

4. The fourth experiment followed a similar base procedure and at the end we add random
noise ,coordinate wise, by sampling values from multivariate log-gaussian with mean 0 and

standard deviation of 0.02.

We tested out 2 parameter settings:
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(a) t=10a =100 and n = 10000

(b) t =25 a =200 and n = 10000

Architecture We wanted an architecture that will be able to learn all of our synthetic datasets
without the need to adjust for each one individually. This made the comparison between experi-
ments and conclusions easier as there are less variables to take into consideration.

The model, as in most auto-encoders, consists of an encoder and a decoder.

The encoder consists of 3 Linear Residual blocks (LRB), which are explained in the next part, all
of size 32. The bottle neck layer is different from experiment to experiment, as this is the area we
focus our investigation on. The decoder is a mirror of the encoder and consists of 3 layers of sizes
32. Both the input and the output layer are dependent on the ambient space. A schematic of the

network is described in Figure 4.

fla, zz"l)4>011+

| — R ) e —32—11—32—}'_.] : I
I It

o )

f(., i2) > o2

rw

z

Figure 3: Auto-encoder architecture on the left and the Irb block on the right..

Deep learning methodologies At first we worked on finding the right architecture that will
result in a low reconstruction loss for all data sets.
Our early experiments showed that in order to resolve our vanilla experiment (Experiment 1) all
we had to do is construct a network without any activation’s. Basically, acting as an iterative op-

timization solver for the PCA problem. But obviously this kind of architecture will fail once we
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try to employ it on a data that has seen a non-linear transformation. This lead us to understanding
that we want to enable the network to have a linear "path" in the forward pass, but still have the
ability to learn non-linear transformations.

Drawing inspiration from [21] we came up with an architecture component we call a Linear Resid-
ual Block or LRB for short. The LRB works as follows: Given an input x' we have 2 sets of weights

! wi2, which will output two results of the same size 0! = Relu(f(x',w')),0” = f(x',w?). The

W
final output of the layer will be o'! 4-02. Under this construction if the network is required to learn
a linear transformation at a certain layer all that is required is to set the weights of w'! to zero.

Figure 3 illustrates the schematics of our architecture, which uses the LRB.
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2.3.2 Results

1. Experiment 1 - Data was generated by randomly generating ambient base vectors and then
coefficients for the data points. Data is then is then produced by a matrix multiplication (see

2.3.1).

Validation Loss - Experiment 1 - a=100 t=10

H Bottle Neck Test Loss H

— 1 0.278

L 5 0.1781

; 6 0.1506
3 ; 7 0.1245
| 8 0.09

R A 9 0.05

10 0.0095

: 15 0.0095

spochs 20 0.0086

Figure 4 & Table 1: Results on the first Data Set (linear). The figure on the left shows the validation loss
throughout the experiment.

Validation Loss - Experiment 1 - a=200 t=25

H Bottle Neck Test Loss H

1 0.2848

10 0.1958

15 0.1472
£ o 20 0.0928
23 0.0514

24 0.0342

25 0.0111

2 @ om ow w 30 0.0115

Epochs 32 0.0118

Figure 5 & Table 2: Results on the first Data Set (linear). The figure on the left shows the validation loss
throughout the experiment.
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2. Experiment 2 - Data was generated by sampling ambient vectors and coefficients. After

matrix multiplication each entry is squared.

Validation Loss - Experiment 2 - a=100 t=10

MSE Loss

Epochs

H Bottle Neck Test Loss H

1 0.2612
5 0.1567
6 0.1392
7 0.1170
8 0.0800
9 0.05516
10 0.01701
15 0.01795
20 0.01668

Figure 6: Results on the second Data Set (data values are squared). The figure on the left shows the

validation loss throughout the experiment.

Validation Loss - Experiment 2 - a=200 t=25

MSE Loss

b

= ¥l

= u
~825/30/32

Epochs

H Bottle Neck Test Loss H

1 0.2774
10 0.1918
15 0.1449
20 0.0930
23 0.0690
24 0.03
25 0.01603
30 0.01525
32 0.01614

Figure 7 & Table 4: Results on the second Data Set (Data values are squared). The figure on the left shows

the validation loss throughout the experiment.
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3. Experiment 3 - Data was generated by sampling ambient vectors and t-1 coefficients, the
last coefficient is functionally dependent on the the other coefficients. In this case that last

entry is the norm of the r — 1 dimensional vector represented by the others.

Validation Loss - Experiment 3 - a=100 t=10

H Bottle Neck Test Loss H

1 0.1915

5 0.1079

; o 6 0.0932
S A 7 0.0741
— 8 0.0501

1 9 0.0157

T 10 0.0119

15 0.01335
20 0.01202

Figure 8 & Table 5: Results on the third Data Set (functional dependence - the Cone). The figure on the
left shows the validation loss throughout the experiment.

Validation Loss - Experiment 3 - a=200 t=25

H Bottle Neck Test Loss H

1 0.2093

10 0.1422
15 0.1043
20 0.0617
23 0.0288

24 0.01526

25 0.01453

o w w m s @ W 30 0.01450

32 0.0.1437

Figure 9 & Table 6: Results on the third Data Set (functional dependence). The figure on the left shows
the validation loss throughout the experiment.
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4. Experiment 4 - Data was generated by sampling ambient vectors and coefficients, then using

matrix multiplication and adding noise.

The effect of noise Perturbing data which has a low intrinsic dimension, even with a small
magnitude full dimension noise, would give rise to data that also has the full dimension. In
effect, however, such data is very close to actually living on a low dimension manifold. The
models described above used the clean data. In this section we do add noise and investigate

the effect of noise on the autoencoder performance and on the inferred dimension.

Validation Loss - Experiment 4 - a=100 t=10

H Bottle Neck Test Loss H

1 0.3933

5 0.2244

\ 6 0.1978
R‘i 7 0.1672
g\\; 8 0.1370
. 9 0.1091

e 10 0.0747

15 0.07253

o 20 0.07214

Figure 10 & Table 7: Results on the fourth data set (adding noise). The figure on the left shows the
validation loss throughout the experiment. The table on the right displays the test loss.

30



Validation Loss - Experiment 4 - a=200 t=25

H Bottle Neck Test Loss H

o 1 0.4133
i 10 0.0.2977

) 15 0.2348
20 0.1752
N " 23 0.1383

N pan < v —— 24 0.1258

) 25 0.1143

30 0.1142

32 0.1142

Figure 11 & Table 8: Results on the fourth data set (Added noise). The figure on the left shows the
validation loss throughout the experiment.

2.3.3 Discussion

We have demonstrated the ability of autoencoders to learn a latent dimension matching the dimen-
sion of the embedded data. That is - the intrinsic dimension is the one that attains h minimal loss.
We also see a negligible loss improvement, if any, when the latent dimension is higher. Future
research directions include exploiting various ways in which autoencoders can be used to discover

more meaningful latent spaces for gene expression data analysis.

An exploration software tool We encapsulated our software into a tool that enables users to un-
derstand the relationship between autoencoder bottleneck dimensions and data that they can faith-

fully represent. The tool can be found under this repo - https://github.com/yoavo1984/intrinsic,utoencoders

Future Directions The topic we had touched upon in the study described above is, in fact, much
broader and deeper than covered in this work. Specific future directions for further investigation

include:
1. Extrapolate a technique for finding an approximation of the intrinsic dimension (these
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should be defined) for data that represent a simple manifold.

2. Use the above technique to approximate the intrinsic dimension on actual scRNA seq data
and use different techniques to see if meaningful insights can be extracted from it. This
includes possibly improved classification and/or clustering performance in the latent space

of the autoencoder.
3. Different data types and structure, like vision and audio.

4. Better characterize dependence on noise.
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