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Abstract

There are many possible ways to organize a collection of images on a plane. We look for arrangements where
similar images are grouped based on content and not meta-data such as date or name. Such arrangements depend
on a similarity measure between images which is difficult to define, but also depends on two factors: the context
(the set of images) and user preferences. We present a method to arrange and browse image collections by
learning the user’s preferences in an interactive, fun way. Images are represented by multiple features in high
dimensional space, and the distance between them is a weighted combination of the feature distances. The context
determines the initial weights and is based on the relative importance of each type of feature in the given set.
Using a Self-Organizing map we arrange the images in 2D, but allow the user to interact with the map by moving
images to preferable locations. Our method learns the user preferences by interpreting the user’s movements. The
movements are translated to modification of the weights, which in turn change the map display. We show various
examples and validate our approach in a user study.
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CHAPTER 1

INTRODUCTION

Browsing collections of images and photographs has become a common practice. Millions of photographs are
captured and uploaded to the internet every day, and many internet queries are visual in nature and return a set of
images. In addition, almost everyone has a number of personal photo collections of family, friends, trips, and social
events. These collections are usually arranged by the date captured, the event in which they were taken, or simply
by filename. Viewing and browsing small image collections usually involves displaying the images juxtaposed
on the plane. However, for such a display the meta-data of a given collection, if present, may not provide an
aesthetic ordering. Our goal in this paper is to allow content-based orderings of small image collections which
will be perceptually more reasonable, for better comprehension, higher effectiveness, as well as for pure aesthetic
reasons. Such an ordering method can improve many daily based tasks like viewing facebook albums from single
events, creating a collage of images and making an image catalogue, as well as creating more aesthetic, user-
specific folder views in programs such as Shoebox presented in [31]. It can also be used to learn the metrics
used for arranging a set of images from a specific set or category. Such metrics can be used to arrange similar
collections in the future.

Any ordering demands a similarity (or distance) measure. However, there is no single computational measure
that encapsulates perceptual image similarities. Many different measures based on color, texture, shapes and more,
have been used in various applications and in different scenarios. The effectiveness of any image distance measure
depends on the context, i.e. the actual set of images to be compared. Color differences may be significant in one
set while texture in another. In this paper we define an adaptive distance measure that conforms to the context
of the set by combining several distance measures together. Using this context-dependent measure we are able to
present better orderings of image collections.

Still, there are times when the user may want to order the set of images in a different manner than the one
suggested automatically. Creating such arrangements manually is simply done by moving similar images closer
together. However, we would like to alleviate the tedious task of arranging all images manually. By moving
some images closer together the user is implying that specific image features are more important than others when
arranging this specific set. We present a technique to implicitly learn the user’s intensions and apply them to
automatically rearrange the whole image set, based only on the simple gesture of image movement that is natural
for this task.

Our key idea is to use a weighted average of multiple image distance measures based on various features and
to learn their relative importance for a given image collection first from the context — the set of images, and then
from the user’s interactive gestures. Given a set of images, we represent each one as a vector in a number of
high-dimensional feature spaces. Each feature defines a sub-space and is given a weight. The distance between
two images is then defined as the weighted sum of distances in all sub-spaces. Our primary goal is to learn this set
of weights for all feature spaces.

Arranging a set of high-dimensional descriptors requires mapping these descriptors to a 2-dimensional space
for visualization. We use a slightly modified version of the Self Organizing Map algorithm [13], where each cell
contains one vector of each feature space. The distance between cells is calculated based on the weights of the
feature spaces.

To account for the context of the image collection, the initial set of weights is learned from the variability of
each feature in the input set — higher variability of a given feature in the collection of images results in a higher
weight for this feature. Many times, the initial arrangement created using these context-dependent weights already
represents the ordering of the collection well. However, our interface allows the user to modify the arrangement
simply by dragging a “misplaced” image to a better position. This correction gesture implicitly triggers a change
in the relative weights, which in turn affects the arrangement. The user can iterate through several such correction
steps until he or she is satisfied with the arrangement.



When rearranging some images, the user may have some high level semantics in mind. Such semantics are
difficult to capture using any single image feature but may be represented by a weighted combination of low level
features. Our technique can be seen as a tool to search for such weights.

Providing an interactive interface for 2D arrangement of high dimensional feature vectors demands an efficient
method to project and order the items. In exploratory data analysis, ordination is a technique that orders multi-
variate objects so that similar ones are near each other and dissimilar ones are farther away. Several methods have
been introduced for this purpose, such as multi-dimensional scaling (MDS) and principal component analysis
(PCA) [26], but these are less suitable for interactivity. We base our interface on the well known ordination tech-
nique of Self Organizing Maps (SOM) [13]. SOM allows efficient projection and arrangement of high dimensional
feature spaces to 2D (or other spaces). However, most SOM variations do not allow direct interaction or feedback.
We present a method that modifies the original SOM algorithm to interactively learn the user’s preferences and
allows inclusion of manual corrections while updating the map. Every update, the map is created based on the
high-dimensional weighted distance measure using the current weights, while the weights are modified based on
the user interactions (see Figure 3.1).

We present results on various types of image collections. We concentrate on small to medium size collections
as it is difficult to interact with more than a few hundred images. We conduct a set of user studies to validate some
of our assumptions and illustrate the effectiveness of our method. Lastly, we use our method as a tool to explore
the differences in the manner humans perceive the order in the set by examining the level of consistency of the
different weights.



CHAPTER 2

PRIOR WORK

2.1 Image Visualization and Arrangement

Not many works deal directly with image arrangements. Most related works deal with content based image
visualization (CBIV) and some with content-based image retrieval (CBIR) from a large database [5]. The key
difference between the two problems is that CBIR deals with a relatively large image database to find a small
subset of images that are similar to an input image query, while in CBIV the image collection is usually smaller
and all images are displayed. Moreover, CBIR deals more with which results are returned, while CBIV deals more
in how they are displayed.

Some works have tested the usage of such arrangements for simplification of daily based tasks. Rodden et
al. [30] have tested the contribution of similarity based arrangements for completing the task of selecting 3 images
out of 100 for a magazine article. Although the final conclusion is that similarity based arrangements did not
indeed help speeding the choosing process, the presence of multiple arrangements of the same collection did
improve the results. In another work, Liu et al. [23] have found that similarity based arrangements are better for
image search than rank based arrangements, similar to those in current major image search engines.

Several methods have been suggested for visualizing a group of images in two, or three, dimensional space.
Manovich [25] in his software ImagePlot, represents each image as a point in a 2D Cartesian system, where each
axis corresponds to a one-dimensional feature space such as brightness, saturation or hue median or standard
deviation. Deng et al. [6] and Barthel [1] both use SOMs for dimensionality reduction, with separate similarity
metrics based on a single low-level feature space. Although these methods work well for some image collections,
using a single low-level representation of images cannot represent differences in different sets of images and
differences in the user preferences. Moreover, such techniques are not context-dependent: they will not work well
if the given collection contains many images that are similar in terms of the single low-level feature used.

Two approaches try to overcome these problems by better representing the input images. The first approach
retains the usage of a single feature space, albeit more comprehensively by extending existing high-level features
or features that are specific to a certain domain. For example, Ladikos et al. [21] measure the amount of overlap
between regions in image pairs in the collection and use this as a distance metric. Shrivastava et al. [34] extend
the use of SIFT features by deciding which parts of the image are more important to the human observer. Rodden
[29] compares arrangements based on features with increasing complexity for image search. These approaches
usually work well only for specific types of image collections like images of the same building, but may have
difficulties in small and diverse image collections. The second approach combines multiple low-level features.
Chen et al. [3] use a predefined combination of colors, texture and shape histograms as a distance metric for a
Pathfinder network, but they do not allow for user feedback. Igbal and Aggarwal [11] combine multiple feature
spaces by setting a weight for each one. However the weights are set manually by the user, a task that is hard to
perform, and almost impossible when a large number of feature spaces are involved.

For CBIR, Koskela et al. [19, 20, 17] combine the results of multiple parallel SOMs, each based on a different
feature space, to organize image results from large un-annotated databases. They use a relevance feedback ap-
proach to determine which areas on each SOM better reflect the user’s intentions, and refine the retrieved image
set by picking images from these areas for the next query iteration. In our work we combine the two approaches
by using both low-level features like colors, textures, and shape, together with high-level features like SIFT [24]
and SURF [2]. We also present a novel relevance-feedback mechanism to recalculate the weights of the different
feature spaces based on the user’s image movements.

In both approaches, a relevance feedback mechanism can be used to refine the results based on the user’s
feedback. Such works include [35], [10].



2.2 Feature Spaces

Much work has been done in the field of representing an image as a vector in high-dimensional feature spaces.
A good survey can be found in [27]. In out work we use several feature spaces including color histograms, tiny
images [36], Histogram of Oriented Gradients (HOG) [4], Textons [12], SIFT [24] and SURF [2]. A more detailed
description of these works and how they are used in our work can be found in Section 3.1.

2.3 SOM

Arranging a set of high-dimensional descriptors requires mapping these descriptors to a 2-dimensional space for
visualization. Many algorithms deal with this problem, including MDS, LLE [32] and Self Organizing Map. An
overview can be found in [8]. We chose to use SOM because of its important features: (a) SOM maps the results
to a given map with a predefined size, rather than just outputting coordinates. This helps mapping the results
directly to the screen; and (b) When given a map of a certain size, the algorithm tends to use the entire map, rather
than create huge gaps between the populated map cells. MDS, for example, might output half of the training set
grouped in one corner, and the rest of the training set in the grouped opposite corner.

We use Self-Organizing Maps (SOM) which were first introduced in [13]. SOM was used to organize docu-
ments [14], but was also harnessed for image visualization purposes [19, 6, 1]. The SOM algorithm is very simple
and goes as follows: (a) initialize an empty map; (b) randomly choose a training sample and find its best matching
unit (BMU) from the map (BMU); (c) train the BMU and its neighbors to be closer to the training sample; and (d)
repeat (b) until converging. Due to the high computational cost of the SOM, some improvements to the original
algorithm were introduced, including Tree-Structured SOM (TS-SOM) [15, 16] and Growing-Hierarchical SOM
[7]. We use a slightly modified version of the original SOM (see Algorithm 1), where each node contains a vector
that combines all of the feature spaces together. The fully detailed algorithm and SOM training rule is on Chapter
3. Due to the smaller scale of image collections that can be arranged interactively, the computational cost was not
large enough to justify the quality degradation implied by using hierarchical structures, and we could still achieve
interactive rates with a single level SOM.



CHAPTER 3

ALGORITHM

3.1 Image Representation and Distance Metrics

Given a collection of images such as a personal photo collection, we start by calculating for every input image a
set of descriptors in various feature spaces (see Section 3.1). We deliberately chose a variety of features including
color, local and global structure, texture, image complexity and higher level interest points (see section 3.1). This
is done not only to support diverse types of image collections but also in hope that some high level perceptual
features that are difficult to capture explicitly may be captured by some combination of low level ones. Our
scheme is general enough so that other feature spaces could be added as descriptors if they can support an additive
‘+’ operation. This includes any numerical descriptors, histograms of various types etc. We also show how discrete
point features such as SIFT and SURF could be utilized in our method.

Each image is therefore represented by a high dimensional vector F € RY composed of a set of feature de-
scriptor vectors F = (f1, fa,. .., fx), where each descriptor is a vector f; € R" N =Y, n;. We also assign a weight
w; € [0, 1] to each feature sub-space, where };w; = 1. In each feature sub-space we define a distance measure d;,
that measures the distance between any two sub-vectors fl-o7 fil in this sub-space. We define the distance between
two image vector representations Fp, F] as the weighted sum of all feature distances in each sub-space:

d(Fo.Fi) = L wi-d (0 (3.1)

3.2 SOM Training

We define a rectangular 2D SOM whose number of units is around 50% larger than the number of images. Each
unit is represented by a vector R € RY initialized to a random samples of each feature space R = (ry,r2,...,7%),ri €
R". The SOM training algorithm iterates stochastically through images from the collection and for each image
representation vector F' performs two operations:

1. Find the best matching unit (BMU) in the SOM for the image. The BMU is defined as the unit whose vector
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Fig. 3.1: Overview of the image collection arrangement system.
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Fig. 3.2: Two possible mappings of images to screen cells: multiple images in one cell using the Hungarian
algorithm, and one image per cell using the Naive method.

e ]

R is closest to F using the weighted sum of distances defined by Eq. 3.1.

2. Train the BMU and its neighborhood (of a certain area) by modifying their representative vector values to
be closer to F. The training “strength” diminishes based on two factors: the 2D Euclidean distance of the
trained unit from the BMU, and the learning rate.

This process continues until convergence, i.e. until the map does not change. This can be achieved by reducing
the learning rate according to a desired number of iterations (we use 40n iterations when n is the number of
images). Note that we use a somewhat different terminology than in most SOM work, to distinguish the weights
in the weighted sum of Eq. 3.1. In these works the ‘weights’ in a SOM algorithm are what we call ‘representative
vectors’ of the units.

3.2.1 Initialization

When the image collection is first loaded, the weights {w;} are initialized according to the variability of each
feature in the given image collection (section 5.1). Later, these will be changed according to user interactions.
This set of weights is used to train the initial SOM (Figure 3.1).

3.2.2 Mapping from SOM to the Screen

When training is done, we use the SOM to display the images on the 2D plane. The result of the training is a grid
of SOM units, each contains one vector of each feature space. A method is needed in order to transform this grid
into an arrangement of the input images on the screen. We first divide the screen into cells with the same number
as SOM units, so each SOM unit corresponds to a single screen cell. We then map each image to the SOM cell
based on its BMU, and display the image on the corresponding screen cell. We have studied three methods for
mapping the images to the SOM cells:

The Naive Method This is the simplest method, where each image is mapped to its BMU in the SOM. In case
when more than one image falls into the same cell, we present the images in cascading order in the cell, allowing
the user to scroll between them using the mouse wheel (See the left image of Figure 3.2). While the arrangement
created using this method best represents the SOM, it also allows screen cells to contain more than one image
which makes the images overlap. It has been shown that people tend to dislike this overlapping, and prefer more
regular, grid based arrangements [28]. To create a better looking arrangement we would like to avoid multiple
images per screen cell. To accomplish this, we present two more mapping methods.

The Greedy Method In this method each image is mapped into its free BMU. This means that if more than
one have the same BMU, the first image will be displayed in the cell corresponding to this BMU, while the other
images will be displayed in other cells. This method is easy to understand and doesn’t add any computational
cost, however in a SOM with many images that fall into the same cells, it creates artefacts in the arrangement. For
example two close images may be mapped into different areas of the screen.

The Hungarian Method To minimize the artefacts created by the Greedy Method, we use the Hungarian algo-
rithm [18] to map images in the SOM units to screen cells. The Hungarian algorithm is a combinatorial optimiza-
tion algorithm that solves the assignment problem in polynomial time. The input to the algorithm is a bipartite
graph with weights on the edges, and the output is a perfect matching. In our case, one side of the graph represents
the training samples, and the other side represents the map cells. The weights of the edges are the combined
feature spaces distances between every training sample to each of the map cells of the trained SOM. The result is



a mapping that minimizes this overall distance. This method gives better results than the Greedy Method while
adding a computational cost. In small sets (a few hundred images), this cost is neglectable (see Figure 3.2).

3.2.3 Interaction

During interaction, we allow the user to freely move each of the images to any position on the map, bringing similar
images closer to each other. After an image is moved we use information implied by the move to determine which
feature spaces are more important to the user implicitly. We assume that when a user places an image next to
other images, then they should be perceptually similar. The relations between the distances of these images in the
various feature spaces tells us how important each feature space is. This information is used to recalculate a new
set of weights that reflect this importance (Section 5.2). These weights, in turn, are used to re-train the SOM and
reposition the images. The process of image repositioning and SOM retraining can be iterated several times.
Because SOM is based on random placement for initialization, retraining the map from scratch after the
weights change can result in a completely different arrangement of the images. Even if the new arrangement
better represents the user’s perceptual intentions, the user might feel confused if the arrangement is too different
from the previous one. We apply several techniques to overcome this difficulty and prevent large changes between
successive SOM retrainings, while still allowing enough change to improve the arrangement (Section 5.3).

3.2.4 Fine Tuning

After the user is satisfied with the arrangement, we allow fine-tuning of the map where the user can move images
without retraining the SOM. In order for the fine-tuned arrangement to be comparable to the map before the fine
tuning, we allow only one image per screen cell, as in the learning mode. If the user places an image in a cell
that already contains another image, the moved image will replace the old one, and the rest of the images will be
moved to make room for the moved one. We decide how to move the images by locating the nearest free cell,
computing the shortest path from it to the cell with the moved image, and moving each image one cell towards the
free cell along this path.

3.3 Complete Algorithm

Our final algorithm for image arrangement can be seen in Algorithm 1. In the first step we transform each image
to a vector in each of the feature spaces (section 3.1), calculate an initial set of weights (section 5.1) and train an
initial SOM based on these vectors. We then map the SOM to the screen and display the SOM (section 3.2.2).
We now allow the user to move one or more images freely on the map to correct the arrangement according to
her preferences. After each move we update the proximity groups (section 5.3), calculate a new set of weights
(section 5.2) and retrain the SOM using the new weights.



Algorithm 1 Interactive image arrangement algorithm.

Input: a collection of images
— Initialization: —
Calculate feature vectors for all images
Calculate initial weights w based on Eq. 5.1
Train initial SOM and display images
— Interaction: —
while user not satisfied do
User move image(s) to a new position(s)
Find the M closest neighbors on the 2D map
Update proximity groups
Calculate new weights w1 based on Eq. 5.2
Pin the moved images by training their units
— SOM retraining: —
t=0
while SOM does not converge do
= BNV 4 (1 —ﬁ)v‘v’OId
Get random training image I whose feature vector is F
Find the BMU of F based on w and d*(-,-) in Eq. 5.4
Retrain BMU’s neighborhood using F' and Eq. 4.1
t=t+1
Update 1, B, 6 according to ¢
end while
end while




CHAPTER 4

FEATURE SPACES

4.1 Choosing the Feature Spaces

To train a SOM, we need to represent each image as a fixed dimensionality feature vector, provide a distance
measure between such vectors, and a method to move vectors closer to each other for training the SOM. Because
the overall distance measure is defined as a weighted sum of feature distances (Eq. 3.1), each feature space must
have a) a distance measure between two descriptor vectors; and b) a method to train a SOM unit to bring it closer
to the training image. In addition, for the weights to truly represent the importance of each feature space, we add
another requirement c) a feature distance measure must be normalized to the range [0, 1].

Fixed-dimension descriptors, especially histograms, are a natural choice that follow these requirements, but
we show how other types of features (e.g. SIFT and SURF) could also be used for training a SOM. We aim to use
feature spaces that are as diverse and independent as possible, so that each space represents a different perceptual
aspect, and together they may represent more than the sum of their parts.

4.2 The Feature Spaces Used

In this section we present the feature spaces and distance measures used in our implementation, although other
features could be used as well. Before representing the input images as vectors in each one of the feature spaces,
we first resize each image to a maximum of 300 x 300 pixels by scaling, while retaining the original aspect ratio.
The resizing is done for performance reasons.

4.2.1 Color Features

We use CIE-Lab color space luminance and chrominance histograms. The luminance histogram is one-dimensional
and consists of 100 bins which is the full range of the luminance channel. The chrominance histogram is two-
dimensional and consists of 5 x 5 bins for performance reasons. There exist many ways of measuring the distance
between two histograms. We use the Earth Mover’s Distance (EMD) [33] to calculate dissimilarity between the
one-dimension luminance histograms, due to its extensive prior use for image color histograms comparison. We
use the 2D EMD-L1 [?], which is a more efficient implementation of the EMD, as a distance measure between the
color histograms.

(b)

Fig. 4.1: Color feature spaces: a) original image scaled to fit 300 x 300 pixels b) luminance channel and its
histogram, c) A and B channels and their 2D histogram

10



4.2.2 Global Structure

In [36], a 16 x 16 Tiny images were used to represent the global structure of bigger images for a fast database
search. We use the same idea, but instead of color images we use grayscale 16 x 16 images, to make this repre-
sentation as independent as possible from the color histograms. The Tiny images are first normalized to have zero
mean and a unit norm. We chose a simple Euclidean distance for efficiency reasons, although the 2D EMD and
EMD-L1 gives better results for this type of descriptor.

()

Fig. 4.2: Global structure: a) original image scaled to fit 300 x 300 pixels, and b) 16 x 16 tiny image.

4.2.3 Local Structure

In [4] the histogram of oriented gradients (HOG) descriptor was used to detect humans in images. We use a similar
descriptor for each input image to define local structure. We compute the gradient of each pixel of the image in
the R, G and B channels using the [-1, 0, 1] gradient filter, and then select the orientation of the channel with the
largest norm to be the orientation of the pixel. The orientation is an angle between 0° and 360°. We then split the
image into 64 equal-sized zones and create an 18-bin histogram of the pixels’ orientations (HOG) for each zone.
The resulting descriptor has 64 x 18 = 1152 dimensions. The distance metric we use is the average of the EMDs
between corresponding zones in the two images.

Fig. 4.3: Local structure: a) original image scaled to fit 300 x 300 pixels, and b) Histogram of Oriented Gradients
(HOG) histogram.

4.2.4 Texture

Textons [12] are a useful tool in texture analysis. In [22] multiple-texton histogram (MTH) of an RGB image were
used for image retrieval. We use the following modified version of the MTH: each image is quantized into 6 levels
of gray and divided into 144 equal-sized zones. We then create a 4 bin histogram for each zone, where each bin’s
value represents the number of occurrences of each texton in the zone. We use the 4 textons proposed in [22]. The
resulting descriptor has 144 x 4 = 576 dimensions per image. The distance metric is the same as in HOG.
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Fig. 4.4: Local structure: a) original image scaled to fit 300 x 300 pixels, and b) Textons histogram .

4.2.5 Image Complexity

We segment the image into regions following the algorithm proposed in [9] with k = 250 and ¢ = 0.8, and use the
number of segments as a measure of the image complexity. The specific segmentation algorithm is not important
for the results, only the fact that it is run on images of the same size, with the same parameters. Although the
number of segments is a one-dimensional descriptor with a simple difference, it can still give a good indication
regarding the amount of details in an image, and can be used as a feature space. A possible improvement of
this feature could be dividing the image into zones and segmenting each zone individually. This will form a
higher-dimension feature with the number of dimensions equals to the number of zones.

26 segments

(b)

Fig. 4.5: Local structure: a) original image scaled to fit 300 x 300 pixels, and b) segmented image and number of
segments.

4.2.6 High-Level Features

All of the feature spaces introduced so far can be seen as low-level descriptors of images. In order to capture some
higher-level features of the images, we use two well known high-level local detectors: SIFT [24] and SURF [2].
We extract up to 1000 SIFT and SURF points from every image. However, each image can have a different number
of descriptors matching different images, and it is not clear how to define such descriptors for a SOM unit. To
fit our SOM framework, we must define a distance measure, as well as a way to train the SOM unit descriptor to
move closer to a given training image.

(b)

Fig. 4.6: Local structure: a) original image scaled to fit 300 x 300 pixels, and b) SIFT points of interest.

In our implementation, every SOM cell is represented by a constant number (C = 100) of SIFT and SURF
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points. The distance metric we use is 1 — (m/C) where m is the number of matching points between the image
and unit. However, we find that managing, copying and calculating distances of tens of thousands of points (of
all images in the collection) is computationally expensive. Instead of using actual feature points, we calculate
the descriptor feature points of all images in the collection in a pre-processing stage. Then, we build a library of
feature points of all the images while discarding points that have no match. Instead of storing the points in the
feature vector, we use the index of the points in the library (in fact, if no images are added to the collection after
this pre-processing, the library itself can be discarded). This way, matching feature points in different images will
have the same index, and the distance comparison simply becomes an index comparison in O(n).

To find matching SIFT and SURF descriptors between two images, we use a method offered in SIFT [24]. For
each descriptor in the first image we find the first and second closest descriptors in the second image using the
Euclidean distance metric, and calculate the ratio between this two distances. If the ratio is smaller than 0.8 for
SIFT or 0.7 for SURF we say that the two descriptors match, and give them the same index.

4.3 SOM Unit Training

Once the BMU of a training image is found based on Eq. 3.1, its neighborhood must be updated. Assume the BMU
is at position (bx,by) on the SOM, U (x,y) is a unit in its neighborhood with feature vector R = (ry,r2,...,r), and

the training image features vector is F = (f1, f2,.. ., fr). For quantitative feature sub-spaces, i.e. sub-spaces that
support an addition ‘+’ operation, updating the feature vector r; in R is defined as:
ri(t+ 1) = ri(t) + n(t) ’ 9()C7y,l) 'di(fhri) : (ﬁ - I’,’([)) 4.1)

Nn(t) = (1 —1¢/T)- o is the learning rate that diminishes with 7, where t is the iteration number, 7T is the total
number of iterations desired, and « is a learning-rate constant. The function 0(x,y,#) diminishes with the 2D
distance from the BMU. We use a uniform Gaussian with a radius that also depends on ¢ (see also Section 5.3).

For some feature subspaces such as SIFT and SURF, the unit training must be defined differently as there is
no meaning to the numerical value of the feature descriptor other than an index. For SIFT and SURF, we train a
unit by randomly copying points (indexes) from the training image vector to the unit vector. Copying more points
to the unit results in it being more similar to the training sample. Therefore, we can gradually reduce the number
of points copied as we get farther from the BMU to its neighbors, and as the number of iteration increases during
the SOM training updates.
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CHAPTER 5

LEARNING

5.1 Context Dependent Weights

Analyzing different image collections and users’ arrangement, we found that a specific feature space may be
crucial in arranging one collection while it may hold very little meaningful information for another. Although our
interface can be used to implicitly modify the weights of the feature spaces in a collection, it would be better to
find which features are more important a-priori and increase their weights instead of using uniform weights for all
feature spaces (see first study in Section 6.1).

We find a strong correlation between the variability of the values of a feature in a collection to its importance.
More specifically, the less the values of a specific distance metric in an image collection are dispersed, the less
useful the corresponding feature space is for arranging the images. For example, if all images are red in a given
set, then color would not be a good feature to arrange this set. Based on this observation, we initialize the set of
weights as follows:

S G.1)
Loy

where oy, is the standard deviation of the distances between all images in the given collection measured in the

feature sub-space f;. This results in feature spaces with more dispersed distances having higher initial weights.

Figure 5.1 shows some examples for initial weights calculation.

wi

5.2 Interactive Weights Update

Different users may have different perspectives on a given image collection. For this reason we allow users to
reposition images on the map. However, we then use these movements to learn the user’s intent by modifying the
weights of the feature sub-spaces based on the move, and retrain the SOM accordingly.

After an image is moved, we find the set of M closest neighbors to its new position on the 2D map using
Euclidean distance. The closer the neighbor is to the moved image, the higher its contribution to the final weights

Fig. 5.1: Initial weights calculation example: (a) An artificial set of the same shape in different colors results in
high weights for color feature spaces, and low weights for texture and direction feature spaces. (b) A grayscale
set results in zero weight for chrominance feature space. (c) A set with distinctive similar objects results in high
SIFT and SURF weight. (d) An artificial set of a grid with a different number of cells results in higher weights
for number of segments, orientation and texture feature spaces, and low weights for color and high-level feature

spaces.
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calculation. For each feature sub-space descriptor f; the new weight is calculated as follows:
M o i
wi= Y (o Sildi(£. 1)) (5.2)
j=1 Fi

Where E; and d;(-, -) are the normalized Euclidean distance and normalized feature space distance from the moved
image to the j’th closest neighbor respectively, and S; is a sensitivity function that indicates how relevant is the
specific feature space for the move in the given image collection.

We use S; to make sure the new weights are appropriate for the specific image collection. For instance, assume
again that all images in the collection are red, and the user moves an image to a new position. Even though the
distance between the image and its M neighbors in chromaticity sub-space is small, we would not like to increase
the weights of this feature because of the context of the image collection. We therefore defined the sensitivity
function S; as follows:

S,-(x) — |l’l'f1 .X" (53)
Oy,

1
where L7, and oy, are the mean and standard deviation of the distance in feature space f; between the moved image
to all the other images in the set, respectively.

After calculating the new set of weights, they are normalized again to have the sum of 1. We allow for
multiple consecutive image movements before recalculating the weights and rearranging the map. If more than
one image movement occurred, new weights are calculated for each movement and the final weights are simply
the normalized sum of all these weights.

5.3 SOM Consistency

After calculating the new set of weights, we would like to retrain the SOM. However, simply executing the SOM
algorithm starting from random assignments to the units, will most probably result in a significantly different
map. Although such map will better represent the user’s intentions, the large differences can create confusion. In
addition, when the user places an image next to another explicitly, she expects that they will remain close together
in any future arrangement. However, there is no guarantee this will happen with simple SOM training. We would
like the user to preserve her mental map of the 2D display as much as possible. On the other hand, making too
few changes to the map will not reflect the insights learned from the user’s interaction. To solve these issues we
apply several techniques.

Map Consistency The SOM algorithm is based on a random selection of training images. This means two
maps created with the same training set may look completely different. To preserve the original order as much as
possible, while re-training we do not initialize the SOM to random units but use the previous map units instead.

Gradual Weight Change SOM training involves a large number of iterations. In each iteration distance calcu-
lations are used both to find the BMU and to train the map. Instead of immediately replacing the old weights with
the new ones, we gradually apply them throughout the iterations by using a linear combination of the old and new

weights w; = Bw®W 4 (1 — ﬁ)w?ld, where 0 < (¢) < 1 grows with the iteration ¢.

Influence Radius Reduction The SOM training depends on an influence radius around the BMU governed by
the function 0 (x,y,7) from Eq. 4.1. The smaller this radius is, the less change will be made to the SOM. In each
iteration of the SOM this radius reduces, making the changes to the map more local. In the initial arrangement we
start with a Gaussian whose radius covers the whole map but for any successive retraining of the SOM we start
with a Gaussian whose radius covers only half of the map.

Image Pinning Images that the user moved are treated somewhat differently than the other images. Moved
images are expected not only to remain close to their neighbors, but also to remain in their position. To promote
such behavior, we manually train the SOM unit corresponding to the moved image’s new position with the image
feature vector before beginning the full SOM re-training. This will increase the chance of this image’s BMU to
either be this position unit or a close-by unit.

Proximity Groups Our weight learning is a good technique for expressing the user’s preferences globally. How-
ever, there are times when a user brings images close together but there is no weight combination that will provide
a small feature distances between them. This can happen when high level semantics are used to arrange images,
or simply when the user is inconsistent. In this situation, when retraining the SOM these images will most likely
be driven far apart.
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To solve this, we define a ‘proximity group’ for each image that can contain g,,, = 5 images. When a user
moves an image, we add the g,,;, = 3 closest neighbors in 2D into the image’s proximity group, with proximity-
weights A, that are relative to their distance from the image in the 2D space, and are normalized Y A = 1. If
there are already g,,,x images in the group, then images with the lowest proximity-weights are replaced. We also
symmetrically add the moved-image into the proximity group of each of the closest images.

Now, when searching for the BMU of an image during SOM retraining, we consider not only the distance
from the image feature vector F' to every unit vector R using Eq. 3.1, but also use the weighted average of all the
distances from all the image’s proximity group to the unit as follows:

dgroup(F,R) = v-d(F,R)+ (1 — 7)(2&)%’ -d(Fg,R))
=

4" (F.R) = {dgroup (F,R), image with proximity group (5.4)

d(F,R), else

where G is the proximity group of the image, d(-,-) is the weighed distance of Eq. 3.1, A, is the normalized
proximity-weight of image g in the group, and vy = 0.7 is a group weight constant. Using this method users
are able to directly express local similarities between images, and keep similar images closer even after several
iterations of SOM retraining.
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CHAPTER 6

RESULTS
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Fig. 6.1: Comparing various arrangements using PictureBoard to simple
zoom in the electronic version of the paper to see images.

(file-name based) arrangement. Please

We present several results of comparing input simple arrangement and the arrangement after using Picture board
in Figure 6.1. More results can be seen in the accompanying video, along with examples of interaction sessions
with PictureBoard.

6.1 User study

To validate the usability and benefits of PictureBoard we conduct three studies. The first study tested the automatic
context-dependent weights calculation (see Section 5.1). The goal of the study was to find if the arrangements
created with the context-dependent weights create better initial arrangements than ones created with uniform
weights. We chose six different sets of images and arranged them automatically twice: once using uniform weights
for all feature spaces, and once using the context-dependent weights. We then showed the two arrangements side
by side and asked participants to choose which one looks better. The results are summarized in Figure 6.2. We
had 30 participants in our study. In general, in 5 of the 6 sets, the arrangement with the context dependent weights
were selected with higher probability. We combined all results together and used the Chi-Square test and can
say with 95% confidence that there is a significant difference between the number of times people prefer the
context-dependent weights over the uniform weights.

m Uniform m Context

Fig. 6.2: Results of human preferences of arrangements with uniform weights (blue) vs. arrangements with context
dependent weights (red) on six image collections (number denote percent). The study sets can be seen in the
supplementary materials for this paper.

In our second study we wanted to assess the overall process of ordering the images with PictureBoard com-
pared to arranging the images manually. We used three different collections of images (see Figure 6.3) and asked
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people to arrange them once using PictureBoard interface and once manually. There were 10 participants in this
study and we compared the arrangement times and the number of image movements used in the process. The
results, summarized in Figure 6.4, show that there is around 20% time savings in the arrangement. However, ex-
amining the number of movements used, we can see a drop from an average of 47 moves in manual arrangements
to 10 using PictureBoard. In effect people using PictureBoard were spending more time examining the ordering
and thinking and less time manually shifting images around. We conclude that ordering an image collection using
PictureBoard is much less tedious, but also slightly faster than manual arrangement.

= B
lﬂmﬂ %

--l@li-ﬂﬂﬂ
e B R e ]
a5

() (b) (©

Fig. 6.3: Image collections used in the second user study.

Set # 1 2 3 Average
Number of images 79 39 50 206
Manual (sec.) 248 115 191 185
Manual (no. moves) 55 29 56 47
Learning (sec.) 205 104 136 149
Learning (no. moves) 9 13 8 10
Time saving 17% 10% 29% 20%
Moves saving 84% 65% 86% 79%

Fig. 6.4: Results of arrangement study.

PictureBoard can also be used to measure the importance different people give to various low-level image
features. In our study we recorded the final weights of each participant and measured the average and standard
deviation of each weight. This can show whether certain collections are perceived similarly or not by different
people. If the final weights would be consistent across users, it would indicate that the collection is perceived
in a similar manner by different people. If the weights would vary, it would indicate that the collection can be
viewed (and arranged) in different manners. Figure 6.5 summarizes the weights of the different features for the
first collection we tested (excluding testers who left the initial arrangement intact). As can be seen, most testers
preferred arranging the set mostly by color, but some of them gave more weights to other feature spaces such as
HOG, and number of segments. In general this type of collection is strongly perceived as color-oriented, which
was less the case in the other two sets.
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Fig. 6.5: Final feature-spaces weights after user interaction for set (1) in the second user study.

In the third study we asked users to select the best arrangement out of five arrangement of each set. We
tested the following arrangement methods: @) manual; b) PictureBoard with user-defined weights and fine-tuning;
¢) PictureBoard with initial weights; d) PictureBoard with user defined weights (without using any of the SOM
consistency preservation methods); and e) random. We tested three sets, for which we compared each arrangement
type to all of the others. Figure 6.6 summarizes the number of time each of the arrangement type was selected as
the better arrangement when compared to another arrangement type.

Automatic Weights.

User Weights.

Randem

Fig. 6.6: Results of comparison of different arrangement types. Score is the number of times each type was
selected when comparing to one of the other types.

We can clearly see that arrangements created by PictureBoard are better than the random arrangement, and
slightly worse than the manual arrangement. It is also noticeable that the initial calculated weights outperforms
the user-specific weights, although the users created the arrangements preferred the latter. We conclude that the
reason for this is that user weights are specific to the user, and different users may prefer our heuristic weights.

6.2 Limitations

It is clear that capturing perceptual similarity or difference in images is a challenge. There are many high level
semantics that PictureBoard cannot capture using the type of features used. For example, if the user would want
to arrange a collection based on the people found in the images PictureBoard will fail. Even using a face detector
would not suffice as it would be difficult to distinguish e.g. strangers from acquaintances. In terms of the interface
re-arranging after every move can sometime mix back images that were correctly ordered. Similarly, even with
all consistency measures we added, the fact that the basic SOM algorithm projects each time a high dimensional
feature spaces to 2D can create new arrangements that confuse the user. For these reasons we added a “re-order”
button that projects again the images without changing the weights. This button is used if the current arrangement
does not satisfy the user. Lastly, we have found that the idea of automatic re-arrangement when moving an image
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can take time to get used to, as people are used to simply move images manually.
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CHAPTER 7

CONCLUSIONS

7.1 Conclusions

We presented a method for assisting users to arrange a given collection of images. The method allows the user to
put more emphasis on different perceptual aspects of the images and let the program arrange the images instead
of tediously arranging them manually. Since each user may want to arrange the collection differently, we defined
a way to collect low-level semantic information from the user in an interactive, fun manner. The user affects the
shape of the arrangement by moving images, implicitly changing the relative importance of certain features of the
images.

The results of our experiments with PictureBoard show that the proposed method and its implementation are
useful for arranging images according to the user’s perceptual intentions. Although using PictureBoard is a non-
trivial task, after a few explanations and trials, it becomes fun and efficient, and allows a noticeable time saving,
and a significant image movements saving.

In the future we would like to add more features to PictureBoard’s set of features and compare the effect on
the final arrangements. Such features may be of low level, but also high level such as face recognition and object
recognition. We would also like to improve some of the existing features such as image segmentation to make
them contain more data. It is interesting to try and capture some high level semantics using PictureBoard. Our
hope is that a linear combination of low level features (which is the way PictureBoard represents the images) can
approximate some high level semantics. We also want to continue investigating differences in the final weights
between people. These differences may indicate perceptual image differences and it would be interesting to find a
connection between the two.
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